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intervals to show that schools closed in response to local surges in influenza deaths. 

Faster implementation of school closures significantly reduced peak mortality rates among 

primary-aged individuals. However, our long-run analysis of approximately 100,000 
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1 Introduction

Throughout history, major pandemics have recurrently impacted populations across the
world, with the 1918-1920 Great In�uenza Pandemic (henceforth, the 1918 Pandemic) ranking
among the deadliest, claiming an estimated 20 to 100 million lives worldwide (e.g., Beach et
al., 2022a). The pandemic unfolded in an era marked by increasing public-health awareness
in several Western societies, primarily underpinned by the germ theory of disease that was
developed 30-40 years prior (e.g., Alsan and Goldin, 2019; Cutler and Miller, 2005; Cutler
et al., 2006). Consequently, the United States and numerous European nations instated
non-pharmaceutical interventions (NPIs), including the closure of educational institutions,
to contain the epidemic. The 1918 Pandemic, thus, pro�ers a distinctive opportunity to
study the key policy trade-o�s associated with NPIs; balancing immediate gains against
prospective long-term losses. Yet, the possibilities of drawing generalizable inferences from
this historical context remain impeded by the lack of suitable data. Notably, seminal studies
assessing the e�cacy of NPIs during the 1918 Pandemic in the United States (e.g. Bootsma and
Ferguson, 2007; Hatchett et al., 2007; Markel et al., 2007) rely on weekly tabulated mortality
data from 1918 to 1919, characterized by limited geographic coverage.1 Additionally, the
body of evidence regarding the enduring consequences of widespread school closures during
major pandemics on long-term socioeconomic outcomes remains limited (Ager et al., 2022),
notwithstanding a general literature on instructional time, which suggests that even brief
interruptions can yield substantial rami�cations on future life prospects (Cattan et al., 2022;
Liu et al., 2021; Fischer et al., 2020).

In this paper, we examine the short- and long-run e�ects of school closures during the
1918 Pandemic in Sweden. Using Sweden as our laboratory allows us to advance the literature
along several dimensions, as we can overcome many data limitations constraining previous
studies. In particular, the possibilities to collect data on school closures are extraordinary, and
we collected data on the timing and occurrence of school closures from local archives across
Sweden for 99 percent of all school districts. Our short-run mortality analysis combines the
precise dates of these school closures with the universe of individual death certi�cates from
1914 to 1920 (around 500,000). The baseline sample includes information on the exact timing
of closures for around 1,300 school districts, while around 830 districts maintained open

1Newer studies like Barro (2022), Correia et al. (2022), and Berkes et al. (2020), among others, also rely
on some of the same data sets. In a U.S. context, data availability creates a trade-o� between coverage and
frequency when using tabulated mortality data from the Vital Statistics of the United States. Moreover,
complete information on schools closures is currently only available for a subset of 50 cities across the U.S.
(see In�uenza archive).
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schools throughout the epidemic. Furthermore, we use machine learning and handwriting
recognition algorithms to transcribe the universe of death certi�cates for the years 1918 to
1920 (approximately 265,000) for various causes of death, including in�uenza, pneumonia,
and tuberculosis. Among other things, we use the cause-of-death data to estimate the local
arrival date of the epidemic across all areas of Sweden, allowing us to evaluate whether
closing schools fast, as opposed to late, saved lives.

Exploiting variation in the timing of school closures across school districts, we employ
a staggered roll-out event study design to demonstrate that schools closed, on average,
around two weeks after local mortality rates began to rise. Mortality rates returned to the
levels observed in districts with open schools after six weeks. We apply several robustness
checks, including di�erence-in-di�erences estimators that take into account treatment e�ect
heterogeneity and dynamic treatment e�ects (for an overview, see Roth et al., forthcoming),
which all con�rm that the average school closure responded to a local surge in deaths rather
than serving as a preventive measure.

Next, we attempt to overcome the endogeneity of school closures by focusing our
analysis only on closing school districts and, within this group, estimate the mortality e�ect
of closing schools fast versus slowly. For this analysis, we infer the epidemic arrival dates
for all districts combining information on aggregated in�uenza infections with individual
in�uenza-related deaths. This allows us to identify when districts closed their schools relative
to the epidemic arrival date. Within an event study design, we then compare mortality in the
weeks before and after the closure between fast- and slow-closing districts. Subsequently,
the trends diverge and slow-closing districts experience much higher mortality in the short
run compared to fast-closing districts, demonstrating that fast school closures reduced the
peak intensity of the epidemic. We estimate that closing schools fast cut the weekly epidemic
mortality rate in half at the peak, but in the long run, i.e., evaluated over 20 weeks after the
closure, we �nd the e�ects to be small and statically insigni�cant (similar to, e.g., Barro, 2022,
for the U.S.). However, our detailed death data allows us to show that this reverting pattern
is driven by old-age individuals and closing fast indeed saved lives among individuals of
ages 14 to 49.

Lastly, we investigate potential long-run e�ects of the school closures on the a�ected
school children, which is crucial for the cost-bene�t evaluation of such policies.2 For this
part, we follow the entire cohorts of school-aged children over their lifetimes and measure

2A seminal contribution by Adda (2016) has highlighted that school closures may be problematic even if
they reduce the spread of pandemics, if the short-term bene�ts are outweighed by long-term economic losses
due to reduced instruction time.
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their long-run socioeconomic outcomes in the census data in 1950, 1960, and 1970. For
identi�cation, we leverage the institutional rule that Swedish children started school in the
late summer of the year in which they turn seven. As we know the exact day of birth of
all individuals from the censuses, we can estimate the long-run e�ects of school closures
using a di�erence-in-discontinuities or di�erence-in-di�erences approach. Intuitively, we
compare the long-run outcomes of children who started their �rst year of school during
the epidemic (born in 1911) with those who started school one year later (born in 1912)
across closing and non-closing school districts. This identi�cation strategy allows us to
estimate the e�ect of closing schools in general versus keeping them open, isolating the
e�ect of lost schooling from other e�ects of the school closure on mortality and other local
outcomes. Overall, we estimate precise null e�ects for most outcomes, including longevity,
employment, and income. Using our most precise di�erence-in-di�erences speci�cation, we
can rule out e�ects on longevity that are larger than 1% for men and for women, and for
income around age 60 we can rule out negative e�ects that are larger than -0.9% for men and
-0.4% for women. Thus, we conclude that the closures did not come with any substantial
long-run socioeconomic cost (or bene�t) for the a�ected cohorts.

Our paper contributes in several dimensions to our understanding of the relationship
between school closures and mortality during the 1918 Pandemic. First, our study covers
the vast majority of all areas in a country (Sweden) in combination with the universe of
individual death certi�cates. This combination of coverage of school closures and high-
frequency mortality data, including information on the cause of death, is to our knowledge
unique in the study of the 1918 Pandemic, as the previous literature is based on U.S. data that
rely on a subset of 50 cities.3 Second, we are the �rst study to show school closures during
the 1918 Pandemic being implemented in response to a local surge in the epidemic, using
a weekly or daily event study analysis. This pattern is less emphasised in epidemiological
studies, such as Hatchett et al. (2007) and Markel et al. (2007). Our study therefore makes
a methodological contribution that cautions against comparing mortality rates between
closing and non-closing areas without having detailed information on pre-closing epidemic
trajectories. Third, our ability to identify the local epidemic arrival date allows us to show
that closing schools fast reduced the intensity of the epidemic and saved lives. This result
�ts well with previous descriptive studies for the U.S., such as Hatchett et al. (2007), Markel

3A recent working paper by Buckles et al. (2021) exploits death certi�cates data from cities with more
than 25,000 inhabitants in the states of Massachusetts and Ohio to show that failing to implement any NPIs
increased in�uenza and pneumonia mortality rates during the 1918-epidemic, using a synthetic-control design
with four “treated” cities.
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et al. (2007), (Barro, 2022), and Correia et al. (2022) who arrive at similar conclusions in
terms of implementing NPIs early. Our paper contributes to this research by using more
granular data, which allow us to assess pre-trends at the weekly/daily level, applying a
causal identi�cation strategy, and breaking down the �ndings by age to document possible
short-run inequality implications of the closures. Finally, an additional advantage of our
setting is Sweden’s neutrality in World War I, which for example meant the absence of a
second mortality shock co-inciding with the pandemic.

Our study on one of the most deadly pandemic in modern history is of course related
to the literature on the Covid-19 pandemic, despite the striking di�erences between the
policy environments and contexts. As the Covid pandemic has unfolded in a much more
developed environment, governments throughout the world implemented various NPIs
and researchers collected these data and studied their e�ectiveness almost in real time
(among many others, see Brauner et al., 2021; Chinazzi et al., 2020; Cho, 2020; Dehning et al.,
2020; Elenev et al., 2020; Flaxman et al., 2020; Haug et al., 2020; Hsiang et al., 2020). These
two pandemics, however, have been quite di�erent in terms of age-speci�c mortality rates,
where the 1918 Pandemic is famously known to be W-shaped and Covid-19 monotonically
increasing in age. Since the 1918 Pandemic unfolded more than 100 years ago, our study is
able to study the long-run e�ects of school closures on socioeconomic outcomes. Overall,
our results indicate null e�ects which are precisely estimated. Although we cannot reject
that school closures had no long-run impact on di�erent socioeconomic outcomes, we can
rule out any substantial long-run negative (or positive) e�ects on the school children they
a�ected, which is consistent with �ndings from the U.S. (Ager et al., 2022). However, our
evidence is derived using a strategy that is well-suited for isolating the school closure e�ect
from possible mortality e�ects and based on Swedish historical individual-level data, where
we can follow the entire relevant school-children population over time, including girls. In
addition, we can study e�ects on additional outcomes (e.g., longevity) and measure the
individual outcomes at multiple points in time over their life cycle (1950, 1960, and 1970).

Our work is also related to studies investigating di�erent aspects of the 1918-Pandemic
from its e�ects on the economy (e.g., Barro et al., 2020; Correia et al., 2022; Dahl et al., 2022;
Karlsson et al., 2014; Velde, 2022) to e�ects on human capital (e.g., Ager et al., 2022; Almond,
2006; Beach et al., 2022b), fertility (Boberg-Fazlic et al., 2021), the health-care sector (Esteves
et al., 2022), and the interaction between political rule and innovation (Berkes et al., 2020; Xu,
2021). Overviews of the current literature are provided by Beach et al. (2022a) and Karlsson
et al. (2022). More broadly, our paper also contributes to the returns to schooling literature
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(e.g., Card, 2001; Jensen, 2010; Rosenzweig, 1995), in particular to studies examining the
e�ects of instructional time on student outcomes (Aucejo and Romano, 2016; Cattan et al.,
2022; Goodman, 2014).

2 Background

As in most other parts of the world, the 1918 Pandemic reached Sweden–then with a
population of 5.8 million–in three major waves, with two waves in 1918 and one subsequent
wave during the spring of 1919. The �rst cases in Sweden were recorded in the cities of
Malmö and Gothenburg in June 1918; this �rst wave was brought to Sweden by migrant
workers returning home to celebrate Midsummer. Initially, the seemingly mild �u caused
little concern. During the �rst seven months of 1918, 148 in�uenza deaths were reported,
which is below the corresponding �gure for 1917 (190 in�uenza deaths, see Karlsson et
al., 2014). The second wave, which was characterised by particularly high mortality rates,
entered the country in the North, via the railway line connecting the Norwegian city of
Trondheim with the Swedish city of Östersund (Åman, 1990; Mamelund, 1998). Thus, there
was a distinct upsurge in mortality noted from late August 1918 onward, and the second wave
spread rapidly throughout the country with a notable spike during October and November.
The second wave was responsible for the majority (around 70 percent) of the 38,500 deaths;
20 percent of the deaths occurred during the spring wave of 1919, whereas a fourth (more
limited) wave was responsible for less than 10 percent of the deaths, and this only a�ected
some parts of the country (National Board of Health, 1920, 1921, 1922).

The death toll of the pandemic exhibited substantial regional variation within the country,
with some areas experiencing up to three times higher rates than others. The northern
counties Jämtland, Norrbotten, and Västernorrland were particularly severely hit. The high
mortality rates in the northern areas have, in part, a demographic explanation as these
regions had a young population. However, it has also been hypothesized that the high
regional variation in mortality rates may be explained by remoteness, and that people living
in these areas had less immunological protection against the virus as they had been less
exposed to earlier �u waves. Karlsson et al. (2014) argue that regional di�erences in excess
mortality are largely unrelated to observable characteristics such as population density,
earnings, and the sectoral composition of the economy. They also note that several key
economic indicators develop in parallel across more and less hard hit regions during the
years preceding the pandemic. Karlsson et al. (2021) study excess mortality at the parish
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level and note that it correlates strongly with a number of variables, including population
density, infant mortality in previous years, access to the railway network, and weather in
September. They also report that the correlations appear to be di�erent in urban and rural
areas, sometimes even with opposing signs.

Authorities at all levels of government responded in di�erent ways to the public health
crisis brought by the pandemic. The national government made attempts to mobilize
health-care sta� to the most hard hit areas in the north, with limited success. Some cities
also mobilized medical resources at the local level by reallocating personnel responsible
for tuberculosis prevention and for investigating sanitary conditions in homes to instead
combat the pandemic. The available resources were, however, inadequate everywhere, and
this also holds for the “epidemic hospitals” that cities were obliged to operate since 1874, as
they were not planned for epidemics of this scale (Åman, 1990).

Instead, NPIs became themost important measure in the struggle to contain the pandemic.
These NPIs were of two di�erent kinds: school closures and public gathering bans. In the
cities, the public health authority (Hälsovårdsnämnden) was responsible for taking action;
these actions had typically been initiated by the city physician. In rural areas, the local
councils were responsible for the prevention and mitigation of epidemics (Åman, 1990).
If they concluded a public gathering ban was necessary, they would forward a request to
the regional governor (länsstyrelsen) who would issue an announcement to be read out in
churches in the a�ected parish. School closures were typically initiated by the chief medical
o�cer of a health district, which typically consisted of a handful of rural parishes. The
school closures would typically apply to all the schools in a school district; however, in some
cases, only individual schools or even classes were closed, whereas the others remained in
normal operation.

To separate the potential impact of gathering bans on mortality from the impact of
school closures, we also collected data on gathering bans from two sources: First, the
announcements of the county governor, which mainly cover the rural parishes. For urban
parishes, we checked the protocols of individual city public-health authorities (as provided
by local archives) and supplemented these with information from newspapers of the time
and various other national and local sources. We end up covering about 30 percent of
all parishes with information on gathering bans and show empirically that these do not
confound our school-closure �ndings.
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3 Data, sample, and descriptive patterns

3.1 School closures

The possibility to collect data on school closures in Sweden are extraordinary, since detailed
information is available for the universe of schools and pupils from two alternative sources.
The �rst source is the ‘diary with exam catalog’ (Dagbok med examenskatalog; “exam catalog”
henceforth), an administrative source which is kept in each of the 290 municipal archives in
Sweden.4 The standardised form, which was used in all schools in Sweden throughout the
six years of primary school, was introduced in the academic year 1917-18, though it had
precursors that contained more or less the same information. The exam catalogs included
a diary, in which the daily absence or presence of each individual pupil was recorded
throughout the academic year. It also had a separate table recording dates of school closures
by reason. In the vast majority of cases, the exam catalog provides the exact dates of school
closures due to the in�uenza pandemic. In rare cases, the dates are not provided in the
separate table, but can be inferred from notes in the diary. Appendix Figures B.1 and B.2
provide extracts from an exam catalog.

The data collection was carried out by sending instructions to all 290 municipal archives.
The archives were instructed to send copies of one exam catalog from the largest school in
each district, and of one catalog from another school.5 In case there was only one school
in the district, the archive was asked to send one copy from lower primary school (grades
1-2) and one copy from upper primary school (grades 3-6). The reason why two copies
were ordered for each district was to be able to assess the heterogeneity within the school
district. For each of the 2,430 school districts, the school closure (or non-closure) applying
in grade 3-6 in the largest school was taken to represent the entire district. In case the other
school sampled from the district had con�icting information, it was recorded as a separate
variable. In case the same closure dates applied also in the second school, it was assumed
that it applied uniformly in the entire district.

A second source containing the same information in a di�erent format are the teaching
4For a more detailed description of the information included in the exam catalogs see Bhalotra et al. (2021);

Cattan et al. (2022); Fischer et al. (2021).
5In 1918 Sweden consisted of 2,430 school districts. In almost all cases, school districts corresponded to a

municipality, of which there were 2,511 in the same year. Some smaller rural municipalities would form a joint
school district consisting of 2-4 municipalities. Municipalities were of three types: market towns (köpingar),
cities (städer) and rural parishes (landskommuner). Population records were kept by the church and thus place
of residence was recorded as a church parish: there were in total 2,587 church parishes which in general match
perfectly into municipalities and school districts (Statistics Sweden, 1918).
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statistics forms, which were collected by the national ministry of ecclesiastic a�airs since
1915. Each school in the country had to complete the form every year. One copy of the
form is available at regional archives in the collections of each former school district, and
one copy is available at the national archive in the collection of the ministry of ecclesiastic
a�airs. We digitised this source in its entirety and used it to complement and validate the
main dataset. An example of this source is provided in Appendix Figures B.3 and B.4.

Together, the two sources provide information on school closures during the pandemic
for 99 percent of the 2,430 school districts. We ascertain the exact closure and reopening
dates for around 1,300 districts, with a median duration of 16 days for school closures.
Additionally, around 830 districts maintained open schools throughout the epidemic. In Panel
A of Appendix Figure A.1 we plot the spatial distribution of closure dates across districts,
showing that school closures were widespread across the country and not concentrated in
speci�c regions.

To assess the validity of the reported dates, we performed two exercises. First, we
cross-checked the two sources by sampling districts from �ve di�erent regions and found
that only two out of 485 had con�icting information between the two sources. Further
examination revealed that these discrepancies were likely due to the way school closure days
were reported, as some statistics may have netted out days that were later retaken. Second,
we additionally digitised and linked a subset of exam catalogues to censuses; the sample
consists of around 13,000 individuals from 362 school districts. For this sample, we then
examined how the length of school closures mapped into days of lost schooling. Our analysis
based on this supplementary sample suggests that one day of school closures reduced the
number of days spent in school per year by approximately 0.45 days. We discuss the reasons
for these deviations at length in Online Appendix D. Nevertheless, this supplementary
analysis clearly documents a strong negative relationship between closures and presence in
school, hence con�rming the validity of our school closures data.

3.2 Mortality

We generate our mortality data from the complete set of death certi�cates issued between
1914 and 1920, comprising over 500,000 records from the Federation of Swedish Genealogical
Societies (2018). These certi�cates contain various details, such as the exact dates of death
and birth; parishes of death; and gender. We use this information to calculate the number of
deaths occurring in each parish on a weekly or daily basis. Importantly, the geographical
information in the certi�cates refers to the parish of residence, rather than the place of
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occurrence. This detailed geographical information better suits our analysis and o�ers an
additional advantage compared to historical U.S. studies, where tabulated death counts are
often based on place of occurrence.6

We calculate the parish-level weekly (or daily) mortality rates by combining death
counts from the certi�cates with annual parish-level population data. These population
�gures represent the number of people at risk at the beginning of each year, and we do not
interpolate within a year.7 We also calculate age-group speci�c mortality rates for each
parish taking the number of people at risk for each age group in each parish from the 1910
full population census.

Furthermore, we employ machine learning and handwriting recognition algorithms
to digitise the cause-of-death from around 265,000 death certi�cates between 1918 and
1920. Our cause-of-death data includes information on deaths related to, e.g., in�uenza,
pneumonia, tuberculosis, cancer, old-age, and heart diseases. Online Appendix C provides
detailed information about our transcription methodology.

To visualise the spatial pattern of excess mortality rates, we calculate the di�erence
between the mortality rate during the epidemic period (June 1918 to March 1919) and the
average mortality rate during the same months in the previous four years (1914-1917),
expressed as the number of deaths per 1,000 people in each parish. Panel B of Appendix
Figure A.1 illustrates the absence of pronounced geographical clusters in terms of the local
burden of the epidemic, similar to the �ndings for school closures.

3.3 Identifying fast and slow-closing school districts

In our analysis, we aim to classify school districts into fast and slow school-closing groups.
This classi�cation requires information on local epidemic arrival dates for each district,
which is not available in the archives. Consequently, we combine several data sources to
infer these local epidemic arrival dates, which enable us to determine the timing of school
closures relative to the beginning of the local in�uenza outbreak.

First, we use data on the number of in�uenza infections at the monthly level, which is
unavailable at the local level but can be obtained for health districts from 1916 onwards.8

6Mortality rates based on place of occurrence can, for example, misrepresent areas with epidemic hospitals
as more deadly than they actually are.

7Our results remain robust under alternative assumptions regarding when to measure the population at risk.
For instance, we obtain consistent results throughout our study when �xing the population to pre-epidemic
levels, as measured in January 1918.

8There were approximately 450 health districts in Sweden in 1918, with each district containing an average
of 5 school districts.
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With this information, we calculate the excess in�uenza infection rate for each health
district, measured as the monthly deviation from the average infection rate for the period
between 1916 and 1921, excluding the pandemic years of 1918 and 1919. Appendix Figure
A.2 demonstrates that excess infections begin to increase in July 1918, peak in October 1918,
and return to pre-pandemic levels in July 1919, followed by a �nal (but less deadly) wave in
the �rst quarter of 1920.

Second, we use this information to identify the local epidemic arrival date as the month
when the district-speci�c excess infection rate starts to increase substantially. We then esti-
mate event study models of the local epidemic arrival on excess in�uenza rates, controlling
for district-month e�ects. Panel A of Appendix Figure A.3 shows that our method works
well in estimating the month of arrival.

After determining the local month of arrival, we employ information from the weekly
cause-of-death data to identify when con�rmed in�uenza deaths occur within (or after) the
inferred arrival month. We use information on the exact timing of the �rst four weeks with
con�rmed in�uenza deaths to establish the local week of arrival. To account for geographic
clustering, we calculate the median arrival week at the city or district (härad) level. From
this date, we subtract two weeks to account for a median time from incubation to death
of 7–11 days (Klugman et al., 2009). We validate our approach by estimating event study
models using the Gardner (2022) estimator to account for dynamic treatment e�ects. Panel
B of Appendix Figure A.3 shows that our method accurately infers the local epidemic arrival
date—on average—as parish-level mortality and in�uenza rates begin to increase only around
the estimated arrival date.

Next, we illustrate the timing of the inferred weekly epidemic arrival dates against
the timing of the school closure dates in Panel A of Appendix Figure A.4. In Panel B, we
represent the distribution of the response time, which captures the di�erence (in weeks)
between the school closure and the inferred arrival of in�uenza. The mean response time
corresponds to two weeks, with a median of three weeks. We classify districts as closing
faster if they close within two weeks of the epidemic arrival date. Based on this distinction,
we identify 548 fast-closing districts, 546 slow-closing districts, and 828 non-closing districts
with an estimated epidemic arrival date.9

9We also show that our �ndings for fast vs. slow closures do not hinge on this classi�cation, as we vary
the threshold for closing fast and �nd the same results, see Appendix Figure A.15.
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3.4 Descriptive statistics

Table 1 displays summary statistics for various variables, grouped by districts that closed
schools and those that kept them open.10 We report group di�erences in three ways: First, the
raw di�erence corresponding to a simple t-test; second, an adjusted group-di�erence where
we control for whether a city was present in the area and the area population size in 1917;
and �nally, the standardised di�erence in the �nal column. Panel A presents pre-epidemic
socio-economic characteristics, such as population size, tax revenues, and expenditures.
Panel B covers national vote shares from the last pre-epidemic national election in 1917,
and Panel C features pre-epidemic healthcare characteristics. The statistics reveal that
districts closing their schools tend to be more urban, having larger populations and a higher
likelihood of being classi�ed as a city. This urban-rural divide is also evident in many other
pre-epidemic outcomes, including per capita measures of factors like workers, factories,
train stations, income, physicians, and nurses. The political dimension re�ects this as well,
with a higher share of the vote going to the labour party in these more urban districts that
were more likely to close schools.11 Many of the raw di�erences disappear or decrease
substantially in size and statistical signi�cance once we control for city status and population
size, indicating that di�erences in urbanity drive many of the observed di�erences.

Figure 1 shows the average weekly mortality rates by school closure in calendar time
from May 1918 and one year forward, for four di�erent measures of mortality: overall (Panel
A), excess (Panel B), in�uenza (Panel C), and all-other causes mortality (Panel D).12 We see
that mortality rates in closing and non-closing school districts followed a similar trajectory
until early autumn, after which the all-cause, excess, and in�uenza-mortality rates began to
diverge between the two groups. The closure group experienced a peak in all-cause mortality
rate of around 0.8 deaths per 1,000 people per week in November 1918, see Panel A. After
November 1918, the mortality rates in all three categories decreased and fell below those
of the non-closure group for the closing districts. Although the mortality rates converged

10Table 1 reports information for closing districts with exact dates, as we can leverage the timing of closure
dates only for these districts in our event study analysis. In Appendix Table A.1, we compare closing districts
with known and unknown closure dates, and show that the excluded closing districts (N=299) are less urban
compared to districts with known closure dates.

11While our high-frequency event studies allow us to control for week/day and parish �xed e�ects and thus
hold any pre-epidemic level di�erence constant, all our conclusions remain robust when controlling for these
local characteristics interacted with week/day �xed e�ects.

12We apply a three-week moving average to these mortality rates to reduce weekly �uctuations. The excess
mortality rate was calculated as the di�erence between the weekly mortality rate in 1918 and the average
mortality rate for the corresponding week over the pre-epidemic years from 1915 to 1917. The all-other causes
category includes all causes of death except for in�uenza-related deaths.
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fairly quickly in early 1919, we also show in Appendix Figure A.5 that the cumulative
mortality rates remained permanently higher for closing compared to non-closing school
for all measures of mortality. Finally, Panel D of Figure 1 shows minor di�erences between
closure and non-closure districts in all other causes of death (than in�uenza) across the
pandemic year, which is also re�ected in the small di�erences in cumulative mortality for
this outcome.

4 School closures and mortality

4.1 Empirical strategy

As a starting point, we use a staggered roll-out event study (DiD) research design to estimate
the relationship between school closures and mortality. This design compares weekly
mortality rates in school districts before and after school closures with those in districts
without school closures conditional on parish and calendar week �xed e�ects. Given that
not all schools were closed in the same week, our design exploits the di�erential timing of
school closures often referred to as a staggered roll-out.

The estimation equation takes the following form:

<8C = _8 + XC +
)’

9=�20
V9 ⇥ I [C � (8 = 9] + Z0

8CΦ + Y8C , (1)

where<8C represents the mortality rate in parish 8 during week C (i.e., the weekly number of
deaths scaled by the parish population on January 1st 1918). Parish and week-date �xed
e�ects correspond to _8 and XC , respectively. The week-date of the �rst school closure in
parish 8 is (8 , while I [C � (8 = 9] is an indicator function for being 9 weeks from the school
closure. The omitted comparison is 20 weeks before ( 9 = �20). The main coe�cients of
interest, V9 , trace out the dynamic development of mortality rates before and after the school
closures net of parish and week-date �xed e�ects. In the robustness analysis, the control
vector Z0

8C includes pre-epidemic parish-level characteristics interacted with week-date �xed
e�ects (see details below) as well as county-by-week �xed e�ects. The error term, clustered
at the parish level, is denoted by Y8C .

Our event study window spans 20 weeks before the school closure ( 9 = �20) and 20
weeks after ( 9 = 20), with event time outside the event window binned at the beginning
or end of the window for the treated school districts. The baseline sample focuses on all
school closures that happened during 1918, with the �rst school closure occurring on the
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17th of July in 1918.13 Our base sample includes 2,126 districts, consisting of 1,298 closing
districts and 828 never-treated districts. Additionally, we also present estimates from a daily
event study, where XC signi�es day �xed e�ects and the event window extends from 40 days
before to 40 days after the school closure.

In our robustness checks, we also apply the recently developed estimators that account for
dynamic and heterogeneous treatment e�ects (Borusyak et al., 2021; Callaway and Sant’Anna,
2021; Gardner, 2022; Sun and Abraham, 2020) and show that our baseline two-way �xed-
e�ects (TWFE) results are not biased by potentially bad comparisons (Goodman-Bacon,
2021). As further robustness checks, we also employ weekly mortality rates from 1914-1917
and 1920 in placebo speci�cations and we also weight the regressions by parish population
size—all our results are highly robust to these speci�cation changes.

4.2 Baseline results

Panel A of Figure 2 presents the baseline TWFE event study estimates. The dashed vertical
line separates time before and after the school closure. The black coe�cients correspond to
the actual pandemic starting in 1918, while the grey placebo estimates are derived using
the previous year. The �gure shows that closing and non-closing school districts were on
similar weekly mortality trends up until two weeks before the school closure. However,
we then observe that mortality rates start to increase rapidly in the closing districts two
weeks before the closure. This suggests that schools closed, on average, in response to a
local surge in the epidemic. Mortality rates peaked one week after the closure, with the
coe�cients indicating an additional 0.4 deaths per 1,000 people in closing districts relative
to non-closing districts. This magnitude corresponds to around 1,540 additional deaths per
week, using the total population size of the closing areas (see Table 1). Six weeks after the
closure, the mortality rate returned to levels observed in non-closure districts.

Panel B of Figure 2 displays the daily event study estimates, where the week-date �xed
e�ects have been substituted with day �xed e�ects and the event-window ranges from
40 days before to 40 days after the closure. The same overall conclusion emerges, but we
gain further insight into the dynamics around the closure: the daily estimates show that
mortality rates begin to rise 12 days before the closure, reach a peak 9-10 days after, and
then gradually return to levels observed in non-closing districts around 40 days after the
closure.

13This captures the vast majority of school closures, as only 17 districts closed their schools in 1919 compared
to roughly 1300 closures in 1918.
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Our robustness checks reveal that we do not observe a similar pattern in the placebo
periods, for which the event study coe�cients are consistently close to zero and statistically
insigni�cant throughout (see Appendix Figure A.6 in addition to the just reported grey
estimates). These �ndings indicate that the pattern observed in our baseline estimates is
unique to the pandemic year of 1918 and not, for example, explained by any seasonal mor-
tality e�ects that happens to be correlated with school closures. We also adjust the baseline
estimates using population weights (see Appendix Figure A.7) and additionally control for
gathering bans (see Appendix Figure A.8), but neither change a�ects our main estimates.14

Finally, we account for dynamic and heterogeneous treatment “e�ects”—acknowledging that
we cannot interpret these estimates causally due to reverse causality that violates the parallel
trends assumption—in staggered roll-out designs using the estimators by Sun and Abraham
(2020), Gardner (2022), Callaway and Sant’Anna (2021), and Borusyak et al. (2021). Appendix
Figure A.9 shows that that our baseline results are not a�ected, which is both reassuring
and econometrically sensible given that around 40 percent of the sample of school districts
never closed down their schools, reducing the issues associated with “bad comparisons”.

Next, in Figure 3, we report the relationship between school closures and excess mortality
(Panel A), in�uenza-related deaths (Panel B), old-age (Panel C), tuberculosis (Panel D), cancer
(Panel D), and all non-in�uenza mortality (Panel E). We �nd that the estimates for excess
mortality rates are very similar to those for the all-cause mortality rate. Comparing Panels A
and B also shows that the majority of the excess deaths are caused by in�uenza deaths. This
result is consistent with the other outcomes as we �nd only small, if any, e�ects on old-age
mortality, nothing on tuberculosis and cancer, and small increases in the residual category
of all non-in�uenza deaths. This detailed analysis by cause of death therefore supports the
conclusion that schools were closed in response to a local in�uenza epidemic.

Figure 4 presents our �ndings for age-group speci�c mortality rates.15 Our analysis
reveals that the well-known W-shaped age pattern of the 1918 Pandemic carries over to
school closures as well, with high mortality rates observed among young children (Panel
A), prime-aged adults (Panel D), and older people (Panel E and F). Notably, we �nd no
evidence of increased mortality rates among primary-school-aged children prior to the
closure (Panel B). Our results therefore indicate that schools were closed primarily due to

14The baseline �ndings are also robust to controlling for all the unbalanced pre-epidemic characteristics,
reported in Table 1, by week-date �xed e�ects. Results available upon request.

15For these regressions, we use the population size of the same age groups from the 1910 census to proxy
the population at risk. We also winsorize mortality rates to reduce the e�ect of outliers that render these
estimates rather imprecise.

15



increased mortality rates among individuals outside the primary school environment.16

4.3 Estimating the e�ect of fast closures

So far, we have shown that school districts closed schools in response to a rise in in�uenza-
related mortality during the two weeks preceding the closure. This reverse causality pattern
prevents us from giving the estimates a causal interpretation.17 To investigate the causal
e�ect of school closures on mortality further, we modify the previous empirical framework
by focusing only on closing districts and by additionally exploiting the response time of
districts. Intuitively, we aim to compare fast- and slow-closing districts in a manner that
approximates random variation in closure response time.

For this part, we employ our classi�cation of school districts into fast- and slow-closing
groups (see Section 3.3) and begin by assessing the balance of socioeconomic characteristics
between the two groups of districts. Table 2 shows that fast-closing districts were less likely
to be in cities, had smaller populations and generally fewer attributes linked to urban areas,
such as workers, factories, train stations, hospitals, etc. Many of the standardised di�erences
are larger than 0.2, suggesting relative large di�erences in the raw comparisons. However,
most of these di�erences become smaller in magnitude and statistically insigni�cant once we
control for the presence of a city and populations size. When we exclude cities and districts
with more than 5,000 residents, which we refer to as the “rural sample”, Appendix Table A.2
reveals that the remaining fast and slow-closing districts balance on most socioeconomic
pre-epidemic characteristics, apart from population size, which correlates signi�cantly
with response time (see also Appendix Figure A.12). With controls, we �nd that almost all
signi�cant di�erences disappear, with the exception of nurse density. Apart from population
size and nurse density, the standardised di�erences are all below 0.2, and the majority

16As an alternative identi�cation strategy, we also exploit variation in term-start dates within an event
study design to estimate the e�ect for school openings—after the summer-break—on mortality. These opening
dates were determined prior to the pandemic at the local level, with the vast majority of openings occurring
between August 1st and September 16th (around 90%). In this design, everyone is treated within a period of
seven weeks, and there is no never-treated group, implying that only short-term e�ects for up to �ve weeks
after the school openings can be estimated. We apply the Borusyak et al. (2021) estimator and plot the event
study coe�cients in Figure A.11. We �nd �at pre-trends and cannot reject no e�ect of school openings on
mortality in the following �ve weeks. We do not, however, apply this research design to term-end dates as
there is little variation these, such that event time become highly collinear with calendar time.

17We also tried to match closing with non-closing school districts on their pre-closure mortality to deal with
the reverse causality. Speci�cally, we matched on various pre-closure characteristics, including daily mortality
rates leading up to the school closure. We obtained parallel pre-closure trends, but still found positive mortality
e�ects in the four weeks after the closures. Thus, even matching on a rich set of observable characteristics
fails to account for reverse causality. For additional details and estimates, see Appendix Figure A.13.
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even below 0.1, which represents an order of magnitude common even in randomised
experiments (Imbens and Rubin, 2015, p. 352). This �nding mitigates concerns about
systematic di�erences in socioeconomic traits between fast- and slow-closing districts. In
the subsequent analysis, we focus on this more balanced sample of rural districts, although
the results also hold when we include all districts as in Table 2.

We �rst examine the raw mortality trends over time based on response time—fast, slow,
never. Figure 5 demonstrates descriptively that, prior to the pandemic, all three groups
follow very similar trends. The groups start diverging in mid-September 1918 with closing
school districts experiencing higher mortality compared to non-closing districts. For a
while, fast-and slow-closing districts follow similar trajectories, but, starting in October
1918, fast-closing districts experienced lower mortality rates during the epidemic compared
to slow-closing districts, as indicated by Panels A to C. Appendix Figure A.14 reveals a
distinct ordering concerning cumulative mortality: Starting from identical trends, the school-
closing districts experience a more rapid increase in excess mortality as the pandemic sets
in compared to never-closers. The trends between fast- and slow-closures also coincide
for some time. However, the trends subsequently diverge, and slow-closures undergo the
most signi�cant rise in excess mortality. According to Panel B in the Appendix Figure A.14,
during the Spring of 1919, the accumulated excess mortality rate remained constant in all
three groups of parishes, but with 0.4 fewer deaths per 1,000 people in the fast-closing
districts compared to the slow-closing districts.

We next examine this pattern in our event study framework, running the analysis
separately for fast- and slow-closing school districts compared to non-closing districts.
Panel A of Figure 6 presents the event-time coe�cients. As expected, the �gure shows that
mortality begins to rise earlier in slow-closing districts compared to fast-closing districts,
resulting in signi�cantly higher peak mortality rates for slow closers during the three weeks
following the closure. However, the two groups converge rather quickly again, with slow-
closing districts returning to similar levels of fast-closing districts four weeks after the
closure.

We can exploit this pattern to arrive at causal estimates of fast school closures by shifting
the event-time for slow-closing school districts one week forward, see Panel B of Figure 6,
making C = 1 correspond to the closure week for slow-closing districts in this panel. In Panel
B, the dashed lines indicate the pre-closure period for each group, the solid lines represent
the post-closure period. This adjustment more clearly exposes the epidemic dynamics: both
types of districts experienced an in�uenza outbreak with a similar trajectory, but fast-closing
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districts responded more rapidly to the same mortality increase by closing schools earlier
compared to slow-closing districts. Consequently, fast-closing districts managed to “�atten
the curve” compared to slow-closing districts, which experienced higher peak mortality
rates. For example, three weeks after, the estimated e�ect for the fast closures is almost half
the size of the slow closures. However, they return to the same level as fast-closing districts
within a period of four weeks.

To estimate the e�ect of the fast vs. slow closures, we run the event study analysis
in two versions: First, only for closing school districts where we interact the event-time
dummies with a fast-closure indicator variable. Second, we also include the never-closing
districts to identify the time-e�ects within a triple di�erences design (Olden and Møen,
2022). Panels C and D of Figure 6 plot the interaction e�ects con�rming that fast- and slow-
closing districts followed identical mortality trends until the fast districts closed their schools.
This �nding supports the parallel trends assumption required for a causal interpretation
of these estimates. Mortality then begins to decline in the �rst week after the fast school
closure, which aligns with the time to death, and remains signi�cantly lower for fast-closing
districts compared to slow-closing districts for approximately four weeks. The magnitude
of the e�ect is substantial: V̂3 ⇡ 0.28 suggests that a fast school closure resulted in 0.28
fewer deaths per 1,000 people in the third week after the closure, corresponding to around
211 lives saved during that week (multiplying the coe�cient with the population-at-risk,
i.e., 0.28/1000 ⇤ 530 ⇤ 1421.35). The joint e�ect from week 1 to 6 after the fast closure is
-0.91 (? < .01), indicating that around 686 lives were saved cumulatively during those six
weeks; the combined long-run e�ect over the �rst 20 weeks is small and statistically highly
signi�cant in both designs (e.g., 0.03 in the DD design with ? = 0.93). These �ndings align
with the descriptive patterns for cumulative mortality (see Panel A of Figure 5) and previous
evidence for the U.S. (Barro, 2022), who also �nds that faster NPIs �attened the mortality
curve in the short run, but the overall e�ect on mortality is small and insigni�cant.

Appendix Figure A.15 shows that our results are robust to using alternative cut-o� values
to be a faster closer. In particular, here we vary the cut-o� threshold from three weeks
before to four weeks after the epidemic arrived. The results demonstrate similar e�ects
throughout all speci�cations, suggesting that it always saved lives to closer faster rather
than later. This implies a monotonic dose-response in closing fast.

To explore heterogeneity in the e�ect across age groups, we demonstrate in Figure 7 that
the small positive, though insigni�cant, longer-run e�ect is driven by older-age mortality
rates. In particular, we observe that closing fast signi�cantly reduced the long-run age
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speci�c mortality rates for individuals of ages: 14-19 (Panel C), and 20-49 (Panel D), while
there is a reverting pattern for people of older ages (Panel F) in which closing fast reduced
mortality rates the �rst three weeks after the closure, but in the later weeks the fast-closing
school districts experienced higher mortality rates among these ages. This suggests that
more frail individuals were protected in the short run due to the fast closure, but not in the
long run.

5 Long-run e�ects of school closures

In this section, we examine how the school closures a�ected long-run outcomes of the
a�ected school children up to 50 years after the closures. For the long-run outcomes, we
additionally use information from the 1950, 1960, and 1970s censuses, as well as death
certi�cates, which allow us to measure the length of life for all individuals. Both the 1950
census and the certi�cates provide data regarding the parish of birth, which typically aligns
with school districts (as explained in footnote 4), in addition to individuals’ ages. With
this information, we can determine whether individuals underwent a school closure during
the 1918 Pandemic or not. Moreover, the 1950 census facilitates a linkage to subsequent
censuses through distinctive identi�cation numbers, thereby enabling the tracing of the
same individuals across multiple census waves.

The census data contains information at the individual level on educational achievement,
employment, income, and occupational information. All censuses contain information on
whether someone worked during census week or the entire calendar year. Only the 1950
census contains the HISCAM score for the type of job performed (i.e., an occupational-based
income score). For educational attainment and socioeconomic outcomes, we use information
from the 1960 and 1970 censuses. From the 1960s census, we have information on educational
attainment, speci�cally whether an individual �nished “gymnasium” (equivalent to A-levels),
granting access to higher education. The 1970 census contains information on earnings
and, for people born after 1910, employment status and additional information on whether
someone completed secondary education.

To identify the causal e�ect of school closures on long-run outcomes, we additionally
exploit the institutional rules that children in Sweden, at the time of the pandemic, started
school in the year they turned seven. This introduces a sharp discontinuity in school starting
age on January 1st of each year. As the school year begins in fall of each year, children born
on December 31st 1911 entered school in the fall of 1918, whereas children born one day
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later (on January 1st 1912) entered school in the fall of 1919, i.e. after the pandemic. Thus,
we can compare the di�erence in outcomes between children born before and after the
school entrance cut-o� in parishes with/without school closures either within a di�erence-
in-di�erences or di�erence-in-discontinuities setup. Further, we can control for parish �xed
e�ects and thus condition on local conditions, in particular pandemic severity. Note that this
design thus nets out any potential school-starting age e�ects and any age-speci�c mortality
e�ect from the pandemic itself. Accordingly, the empirical strategy in the long-run analysis
isolates the e�ect from being absent from school due to the closure from the pandemic
itself.18

For our baseline analysis, we estimate the following di�erence-in-di�erences model:

~8<?~ = W? + W< + W~ + W⇡⇡8 + g⇠? · ⇡8 + n8, (2)

where ~8<?~ represents the outcome of person 8 , born in parish ? in month< and year ~.
The parameter W? denotes a vector of parish �xed e�ects, which subsumes a time-invariant
treatment indicator for each parish (CA40C? ); W< and W~ are �xed e�ects for birth months and
birth years. The indicator variable ⇡8 indicates whether a child was in school during the
pandemic, and the indicator variable ⇠? is equal to 1 if a district closed schools during the
pandemic. Thus, the coe�cient g identi�es the di�erence-in-di�erences estimate for the
e�ect of school closures.19 For the baseline speci�cation, we include children born within a
two-year window around the relevant school-entrance cut-o�, i.e. born in 1910–1913. We
later show that our baseline results are robust to the choice of this observation window.

We also estimate a di�erence-in-discontinuties model of the following form:

~82? = U? + U1A8 + U2⇡2 + U3⇠? · ⇡2V1⇠? · A8 + V2⇡2 · A8 + V3⇠? · A8 · ⇡2 + n8,

where ~82?C denotes the outcome of individual i, born in year 2 in parish ? . The parameter
U? represents a vector of parish �xed e�ects, which again subsumes the treatment indicator
for each parish (⇠? ). We include the running variable, i.e. children’s birth date A8 as a linear

18We focus on school closures and not on fast versus slow closures, as the speed of closures should not
matter in the long-run.

19In our long-run analysis, treatment assignment is based on parish of birth, assuming children went to
school where they were born, which is a common supposition in the literature (e.g., Ager et al., 2022). However,
our collected datasets provide a unique opportunity of a critical assessment of this matter. Speci�cally, we
demonstrate in Appendix D.4 that the vast majority individuals, in fact, went to school in their parish of birth.
But we also estimate the bias arising from implementing the DID speci�cation with a mismeasured treatment
exposure and show that the measurement error in the treatment assignment based on parish of birth leads to
a downward bias of estimates by around 26 percent.
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term; for simplicity, we recenter the date of birth so that the January 1st cut-o� corresponds
to A = 0. We de�ne the indicator variable ⇡2 as ⇡2 = � (A2 > 0). We fully interact all
terms, so that the interaction term U3 identi�es the di�erence-in-discontinuities estimate of
school closures during the pandemic on the long-run outcomes of individuals. As in the
di�erence-in-di�erences models, we vary the observation window from 12 months to 6
months on either side and show that the results are robust to this modelling choice.

To get a visual impression of the trends in long-run outcomes, we plot the average values
of several long-run outcomes (employment, income, retirement, and longevity) by birth
cohorts, sex and treatment status (i.e., whether schools were closed or not) in Figure 8. This
graphical evidence gives a �rst indication that outcomes, in general, develop quite smoothly
by birth cohorts and do not exhibit any large discontinuities, for example, between the
cohort just too young to be in school during epidemic (control) and the one-year older cohort
(treatment) attending school during that year (treatment). Due to the substantial di�erences
in the educational and labour market outcomes by sex, we perform the regression analysis
separately for both sexes.

We report the regression results from the DiD and DiDisc models in Table 3. We show
the results for men in columns 1 and 2 and for women in columns 3 and 4. Panel A starts with
the mortality outcomes. First, we show that closure is unrelated to a placebo outcome (dying
before age 5, which is one year earlier than the younger discontinuity cohort). Second, we
�nd no di�erence in the probability of dying during the pandemic for children experiencing
the closures relative to the control children. Third, we exploit that we have information on
the length for life for all children attending school during those years and �nd no e�ect
on the length of life. This e�ect is statistically insigni�cant and economically small as we
can rule out e�ects larger than -1% and +0.3% for men, and -.9% and +0.4% for women
respectively, using the 95% con�dence intervals in the DiD speci�cation.20

Panels B-D report the estimates for the long-run labour market outcomes, measured
in the 1950, 1960, and 1970 censuses. For men, the results show that school closures in
general did not a�ect the long-run outcomes; we �nd precisely estimated null e�ects in the
DiD speci�cations for educational attainment, employment, and income. For income, for
instance, we can rule out e�ects larger than -0.9% and +2.2% for men, and -0.4% and +5.2%
for women using the DiD estimates and the 95% con�dence level.

For women, we do �nd some evidence that school closures led to a small but statistically
20For instance, for men the mean age at death for those born between 1910 and 1914 is 68.9, and the 95%

con�dence DiD interval ranges from -0.692 to 0.188. For women, the corresponding mean age at death is 68.5
and the the 95% con�dence DiD interval ranges from -0.633 to 0.277.
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signi�cant shift away from retirement (-1.1pp) to employment (+1.4pp) in 1970, which is
also re�ected in slightly higher incomes. To ensure that this result does not just re�ect
false rejections due to considering multiple outcomes, we also apply the method proposed
by Anderson (2008) to compute the sharpened False Discovery Rate (FDR) q-values. All
coe�cients become insigni�cant once we adjust for multiple hypothesis testing–apart from
employment, where the coe�cient remains signi�cant (? = 0.048).21 Once we condition
on being on the labour market, the e�ect on income becomes even smaller in magnitude
and statistically insigni�cant, indicating that these individuals were not more productive
in the labour market (not reported). The additional income from being on the labour
market (197 SEK in 1970, which is equal to about 37 U.S. dollars today) is also small in
magnitude evaluated at the mean in 1970 (circa 197/8000 = 2.5 percent). We also �nd no
statistically signi�cant e�ect on educational attainment or occupational score as was also
the case for men. All these results hold when varying the observation window and using
the di�erence-in-discontinuities models instead, see Appendix Tables A.3-A.4.

6 Conclusion

In this paper, we contribute new insights into the relationship between school closures and
the 1918 Pandemic in Sweden, o�ering a comprehensive short- and long-run analysis of
mortality and socio-economic outcomes. Our study stands out by encompassing a nationwide
perspective and leveraging individual death certi�cates, transcribed using machine learning
and hand-writing recognition technology. To the best of our knowledge, this is the �rst
investigation to employ weekly and daily panel models, covering a �ve-year period from 1915
to 1920, to examine school closures during the 1918 Pandemic at the �nest geographical level
of aggregation. Moreover, we integrate our newly collected school-closure data with unique
Swedish individual-level data, enabling a comprehensive examination of the long-term
e�ects on a�ected school children.

Our analysis yields three key insights. First, we �nd that schools were closed in response
to the worsening local epidemic, highlighting a reactive approach to mitigating the spread
of the disease. Second, we observe that fast (vs slow) implementation of closures reduced
peak-level mortality rates, while it did not signi�cantly impact overall mortality rates
evaluated 20 weeks after closure. This �nding aligns with previous evidence from the U.S.

21We also apply the method to men’s outcomes, and con�rm that none of the coe�cients are statistically
signi�cantly di�erent from zero.
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(e.g., Barro, 2022), indicating that the e�ects of fast closures are concentrated in the short
term. However, our examination by age groups reveals a distinct pattern: older age groups
initially experienced a preservation of life due to fast closures but subsequently witnessed
increased mortality rates, whereas individuals in younger age groups (14-49) experienced
life-saving bene�ts that persisted in the long run. Third, for most long-term outcomes, our
�ndings do not reject the null hypothesis of no e�ects. Importantly, our estimates rule out
the possibility of relatively small-sized e�ects of the closures. For instance, with 95 percent
certainty, we can rule out e�ects on longevity larger than -1% and +0.3% for men, and -.9%
and +0.4% for women, in our most precise DiD speci�cations. The �ndings are robust to
alternative estimation windows and estimation strategies.

Our study o�ers valuable lessons derived from these �ndings. Firstly, despite the short
duration of closures, averaging 14 days, our evidence suggests that faster implementation
successfully �attened the epidemic curve, illustrating the e�ectiveness of school closures in
controlling an epidemic. Moreover, we discover that when the mortality age-pro�le of an
epidemic disproportionately a�ects prime-age individuals, fast closures can ultimately save
lives in the long run rather than merely postponing death for a shorter period. Furthermore,
our �ndings indicate that there were no substantial long-term labour market costs for school
children who were sent home during the pandemic. It is crucial to note, however, that
the short average closure duration (14 days) limits the generalisability of these insights
to individual school-absenteeism, as our quasi-experiment involved the complete closure
of schools, thus not capturing potential peer-e�ects. Consequently, our study suggests
that short-lived, fast school closures can e�ectively control an epidemic without imposing
signi�cant relative long-term costs on the a�ected primary aged-school children.

However, we would argue to be cautious inferring from these results that closing schools
nowadays, as happened during the Covid pandemic, will not harm children in the long-run.
Indeed, there is mounting evidence indicating that school closures during Covid reduced
children’s mental health, reduced their learning, and increased socio-economic inequalities
(e.g. see Betthäuser et al., 2023; Viner et al., 2022). This di�erence makes sense as school
closures during Covid were much longer compared to the school closures during the time
period that we examine.

At the same time, our �ndings for mortality still appear quite timely as they show that
curbing an epidemic spread at an early stage can help to reduce the epidemic intensity. In
the case of the 1918 Pandemic, this did not come along with reductions in later-life outcomes
associated with individual skills, which is very di�erent to the negative e�ects that have
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emerged after long school closures during Covid. These results suggest that policy makers
need to carefully consider the trade-o� between costs and bene�ts and to think carefully
think about a) alternative means to achieve the bene�ts, b) alternative ways of reducing the
costs, and c) the weighting of short-term bene�ts against the potential long-term costs. For
instance, bene�cial reductions in mortality may also be achieved by means other than school
closures by reducing disease transmission in other ways, e.g. by separating and protecting
the most vulnerable individuals.
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Table 3: Long-run estimates of school closures

Men Women

DiD DiDisc DiD DiDisc

Panel A: Mortality outcomes
Died before age 5 0.000 0.002 -0.001 -0.003

(0.002) (0.005) (0.002) (0.005)
Died during pandemic -0.001 0.000 -0.000 0.002

(0.001) (0.002) (0.001) (0.002)
Age at death (years) -0.252 -0.724 -0.178 -0.361

(0.225) (0.597) (0.232) (0.675)
N 209666 105181 200000 100257
Panel B: 1950 Census
Responded Census 1950 -0.001 -0.003 -0.004 -0.001

(0.003) (0.009) (0.003) (0.009)
N 212566 106563 203675 101997
Employment 1950 -0.000 0.001 -0.001 -0.005

(0.001) (0.002) (0.003) (0.009)
N 183132 92015 177510 89007
HISCAM 1950 (std.) 0.010 -0.003 -0.031 -0.023

(0.010) (0.027) (0.021) (0.062)
N 171062 85968 40527 19931
Panel C: 1960 Census
Responded Census 1960 -0.002 0.004 -0.003 -0.002

(0.004) (0.009) (0.003) (0.010)
N 212566 106563 203675 101997
A levels 0.000 -0.005 -0.001 -0.000

(0.002) (0.006) (0.001) (0.003)
N 180141 90495 175071 87703
Employment 1960 0.002 -0.002 0.005 0.003

(0.002) (0.005) (0.005) (0.014)
N 180141 90495 175071 87703
Panel D: 1970 Census
Responded Census 1970 -0.003 -0.003 -0.005 -0.007

(0.004) (0.010) (0.004) (0.011)
N 212566 106563 203675 101997
Sec. education 1970 -0.001 -0.008 -0.001 -0.002

(0.003) (0.008) (0.003) (0.007)
N 126390 84165 125940 83870
Employment 1970 0.001 -0.016 0.014*** 0.033**

(0.004) (0.012) (0.005) (0.013)
N 167829 84264 167422 83922
Retired 1970 -0.001 0.014 -0.011** -0.023

(0.004) (0.010) (0.005) (0.016)
N 167829 84264 167422 83922
Total Income 1970 all 168.820 -559.700 197.574* 306.800

(211.708) (639.282) (117.894) (338.202)
N 167829 84264 167422 83922

Notes: This table reports the coe�cients from the di�erence-in-di�erences and
di�erence-in-discontinuities estimations for di�erent outcomes. Each coe�cient
represents one regression. The DiD regressions uses children born between 1910
and 1913 and �xed e�ects for parish, birth year and birth month (see Equation 3;
standard errors are clustered at the parish level. The DiDisc regressions uses children
born between 1911 and 1912 according to Equation 3; standard errors are clustered
at the running variable, i.e. day of birth.32



Figure 1: Average weekly mortality rates during the epidemic

Panel A: Overall mortality Panel B: Excess mortality
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Panel C: In�uenza mortality Panel D: Other-cause mortality

�

��

��

��

��

,Q
IOX
HQ
]D
�P
RU
WD
OLW
\�
UD
WH

0D
\��
��
�

-XQ
H��
��
�

-XO
\��
��
�

$X
J��
��
�

6H
S��
��
�

2F
W��
��
�

1R
Y��
��
�

'H
F��
��
�

-DQ
���
��

)H
E��
��
�

0D
U��
��
�

$S
U��
��
�

0D
\��
��
�

&ORVLQJ
1RQ�FORVLQJ

�

��

��

��

��

2
WK
HU
�F
DX
VH
�P
RU
WD
OLW
\�
UD
WH

0D
\��
��
�

-XQ
H��
��
�

-XO
\��
��
�

$X
J��
��
�

6H
S��
��
�

2F
W��
��
�

1R
Y��
��
�

'H
F��
��
�

-DQ
���
��

)H
E��
��
�

0D
U��
��
�

$S
U��
��
�

0D
\��
��
�

&ORVLQJ
1RQ�FORVLQJ

Note: This �gure shows weekly average mortality rates (3-week moving averages) for closing- (solid lines) and
non-closing (dashed lines) school districts. The all-cause, excess, and in�uenza mortality rates are reported in
Panels A, B, and C, respectively. Panel D plots the mortality rate from all other causes of deaths than in�uenza
(i.e., all death minus in�uenza deaths).
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Figure 2: School closures, baseline �ndings

Panel A: Event study with weekly data
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Panel B: Event study with daily data

����

�

���

��

0
RU
WD
OLW
\�
UD
WH

��� ��� ��� ��� � �� �� �� ��

UHODWLYH�WLPH�WR�VFKRRO�FORVXUH��LQ�GD\V�

3DQGHPLF
3ODFHER�����

Note: This �gure shows the baseline event study coe�cients and 95% con�dence intervals from estimating
Equation 1 using weekly data (Panel A) and daily data (Panel B). The outcome variable is the all-cause mortality
rate for the pandemic year (black line) and for the placebo year 1917 (grey). Panel A includes week-date �xed
e�ects, Panel B includes day-�xed e�ects. In Panel A, the omitted category is 20 weeks before closure (-20).
In Panel B, the event-window is 40 days before/after the closure and the omitted category is 40 days before
closure (-40).
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Figure 3: School closures, alternative mortality outcomes

Panel A: Excess mortality Panel B: In�uenza mortality

���

�

��

��

��

&
RH
II
LF
LH
QW
V

��� ��� � �� ��

UHODWLYH�WLPH�WR�VFKRRO�FORVXUH��LQ�ZHHNV�

���

�

��

��

��

&
RH
II
LF
LH
QW
V

��� ��� � �� ��

UHODWLYH�WLPH�WR�VFKRRO�FORVXUH��LQ�ZHHNV�

Panel C: Old-age mortality Panel D: Tuberculosis mortality
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Panel E: Cancer mortality Panel F: Non-in�uenza mortality
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Note: This �gure shows event study coe�cients and 95% con�dence intervals from estimating Equation 1,
using di�erent causes of death: The excess mortality rate, which is based on comparing the weekly mortality
during epidemic to mortality rates the preceding four years (Panel A); the in�uenza mortality rate (Panel B);
the old-age mortality rate, which are causes of death related to old age, (Panel C); the tuberculosis mortality
rate (Panel D); the cancer mortality rate (Panel E); cardiovascular mortality rate (Panel F). The omitted category
is 20 weeks before closure (-20).

35



Figure 4: School closures, age-speci�c mortality

Panel A: Aged 0-6 Panel B: Aged 7-13
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Panel C: Aged 14-19 Panel D: Aged 20-49
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Panel E: Aged 50-65 Panel F: Aged 66 and above
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Note: This �gure shows event study coe�cients and 95% con�dence intervals from estimating Equation 1,
using di�erent age-speci�c mortality rates, where the denominator is based on the relevant age groups. Each
age-range is indicated in the panel title. The outcomes are winsorised at the 1st and 99th percentile to reduce
the in�uence of outliers on these outcomes. The omitted category is 20 weeks before closure (-20).
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Figure 5: Average weekly mortality rates during the epidemic, by response time

Panel A: Overall mortality Panel B: Excess mortality
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Panel C: In�uenza mortality Panel D: Other-cause mortality
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Note: This �gure shows weekly average mortality rates (3-week moving averages) for the sample of rural
school district by response time and for non-closing districts. The all-cause, excess, and in�uenza mortality
rates are reported in Panels A, B, and C, respectively. Panel D plots the mortality rate from all other causes of
deaths than in�uenza (i.e., all death minus in�uenza deaths).
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Figure 6: Fast closures reduced the intensity of the epidemic

Panel A: Fast/slow versus never-close Panel B: Slow-closers shifted +1 week
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Note: Panel A shows the baseline coe�cients and 95% con�dence intervals from estimating Equation 1
separately for fast closures vs never closures and slow closures vs never closures. Panel B shows the same
estimates, having shifted the closure date of slow closures forwards by one week. Panel C plots the di�erence
between fast vs. and shifted slow closures only. Panel D additionally uses never-closing school districts within
a triple-di�erences design. The outcome variable is the all-cause mortality rate. The long-run e�ect, reported
in Panels C and D, is the sum of all the coe�cients after closure. The included districts are from the “rural
sample”. The omitted category is 20 weeks before closure (-20).
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Figure 7: Fast school closures, age-speci�c mortality

Panel A: Aged 0-6 Panel B: Aged 7-13
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Panel C: Aged 14-19 Panel D: Aged 20-49
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Panel E: Aged 50-65 Panel F: Aged 66 and above
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Note: This �gure event study estimates as reported in Panel C of Figure 6, but using the age speci�c mortality
rates as outcomes. Each age-range is indicated in the panel title. The long-run e�ect, reported in each �gure,
is the sum of all the coe�cients after closure. The included districts are from the“rural sample” The omitted
category is 20 weeks before closure (-20).
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Figure 8: Long-run trends in outcomes

Panel A: Employment 1970 Panel B: Income 1970
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Panel C: Retirement 1970 Panel D: Ln(income 1970)
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Panel E: Age at death Panel F: Responded Census 1970
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Note: This �gure displays the long-run outcomes by sex and by whether they experienced the 1918-epidemic
school closures (treatment vs. control). Each observation is the average outcome by birth month. The speci�c
outcome is indicated in each panel title.
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Figure A.1: Spatial distribution of school closures and excess mortality

Panel A: School closures Panel B: Excess mortality

N���.— Panel A shows a map over school districts closing schools (color-grouped by closure date) and black-colored districts without
school closures. Panel B shows a map of the excess mortality rate, calculated as the di�erence between the mortality rate during the
epidemic period (June 1918 to March 1919) and the average mortality rate during the same months in the previous four years (1914-1917),
expressed as the number of deaths per 1,000 people in each parish.
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Figure A.2: Monthly excess infections
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N���.— This �gure shows the average monthly excess in�uenza infections at the health districts level.
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Figure A.3: Event study estimates of e�ect of local arrival

Panel A: Monthly in�uenza infections, health districts
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Panel B: Weekly mortality rates, parish-level
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N���.— This �gure shows TWFE-event study estimates for the e�ect of the local arrival of the epidemic on the monthly in�uenza
infections rate at the health districts level (Panel A), where we also control district-by-month �xed e�ects. In Panel B, we report the event
study coe�cients using the Gardner (2022) estimator to account for dynamic treatment e�ects on weekly mortality rates (all-causes and
in�uenza) at the parish level (Panel B).
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Figure A.4: Distribution of school closures and local epidemic arrival dates

Panel A: Arrival dates and closures
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Panel B: Response time
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Note: This �gure shows the distribution of the estimated local �u arrival dates and the school closure dates
(Panel A) and the implied response times (Panel B), calculated as the di�erence between the week of the school
closure minus the week of the epidemic arrival. See Section 3.3 for more details.
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Figure A.5: Cumulative weekly mortality rates

Panel A: Overall mortality Panel B: Excess mortality
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Panel C: In�uenza mortality Panel D: Other-cause mortality
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Note: This �gure shows weekly cumulative mortality rates for all parishes. Panels A-C depicts the three
markers of epidemic mortality: cumulative all-cause mortality rate (black solid), cumulative excess all-cause
mortality rate (gray dashed line), and cumulative in�uenza mortality rate (blue dotted line). Panel D depicts
the cumulative all-other causes (than in�uenza) mortality rate.
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Figure A.6: Robustness, placebo years

Panel A: Mortality 1914 Panel B: Mortality 1915
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Panel C: Mortality 1916 Panel D: Mortality 1920
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Note: This �gure shows the baseline coe�cients and 95% con�dence intervals from estimating Equation 1
for the weekly all-cause mortality rate from non-pandemic years, where we falsely assume that the school
closures happened in the same weeks during those years instead. The omitted category is -20.
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Figure A.7: Weighting makes no di�erence
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N���.— This �gure shows the baseline coe�cients and 95% con�dence intervals from estimating Equation 1 for the weekly all-cause
mortality rate for the unweighted data and using 1917 population weights. The omitted category is -20.
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Figure A.8: Controlling for gathering bans makes no di�erence
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N���.— This �gure shows the baseline coe�cients and 95% con�dence intervals from estimating Equation 1 for the weekly all-cause
mortality rate for 1) the baseline sample, 2) parishes where we have complete information about gathering ban dates, 3) and where we
control for these dates at the weekly level. The omitted category is -20.
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Figure A.9: Robustness dynamic treatment e�ects
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Note: This �gure shows that the baseline (weekly) TWFE event study estimates are similar to estimates based
on the event study estimates based on Sun and Abraham (2020), Gardner (2022), Callaway and Sant’Anna
(2021), and Borusyak et al. (2021) . The outcome variable is the all-cause mortality rate. The omitted category
is 20 weeks before closure (-20).
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Figure A.10: Robustness to winsorising, alternative mortality outcomes

Panel A: Overall mortality Panel B: Excess mortality
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Panel C: In�uenza mortality Panel D: Non-in�uenza mortality
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Note: This �gure shows event study coe�cients and 95% con�dence intervals from estimating Equation 1,
using the winsorised and non-winsoried variables of di�erent causes of death: The overall mortality rate
(Panel A); the excess mortality rate (Panel B); the in�uenza mortality rate; and all-non-in�uenza deaths (Panel
D). The omitted category is 20 weeks before closure (-20).
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Figure A.11: School openings, baseline �ndings
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Note: This �gure shows the event study coe�cients and 95% con�dence intervals for the e�ect of school
openings after the summer holidays for districts that opened schools between 1 August 1918 and 16 September
1918. The outcome variable is the all-cause mortality rate. Estimates based on Borusyak et al. (2021) estimator.
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Figure A.12: Population size and response speed
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N���.— This �gure shows the relationship between population size in rural parishes, binned into groups of 100, and the response time of
closing schools measured in weeks. Figures drops cities and focuses on the remaining rural parishes, which corresponds to more than 99%
of all parishes. Markers weighted by population size of 1917.
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Figure A.13: Matching results

Panel A: Estimated propensity score
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Panel B: Event study coe�cients
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Note.— This �gure reports the results from our matching analysis. We combine coarsened exact matching on parish population size with
propensity score matching at the parish level; we match closing with non-closing parishes at the point of closure and use socioeconomic
characteristics reported in Table 1 as well as pre-closure mortality rates at the daily level as matching variables. We apply a caliper that
excludes the worst 50% of matches, and we identify the nearest neighbour. Panel A gives the disrtribution of propensity scores for the
matched sample, and Panel B shows the event study coe�cients and 95% con�dence intervals from estimating Equation 1 for the matched
sample, applying inverse probability weighting.
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Figure A.14: Cumulative weekly mortality rates, by response time

Panel A: Overall mortality Panel B: Excess mortality
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Panel C: In�uenza mortality Panel D: Other-cause mortality
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Note: This �gure shows weekly cumulative mortality rates for the rural sample for closing school districts
by response time and for non-closing districts. Panels A-C depicts the three markers of epidemic intensity:
cumulative all-cause mortality rate (black solid), cumulative excess all-cause mortality rate (gray dashed line),
and cumulative in�uenza mortality rate (blue dotted line). Panel D depicts the cumulative all-other causes
(than in�uenza) mortality rate.
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Figure A.15: Sensitivity of fast/slow results for di�erent cut-o� values

Panel A: Cut-o� at C = �3 Panel B: Cut-o� at C = �2
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Panel C: Cut-o� at C = �1 Panel D: Cut-o� at C = 0
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Panel E: Cut-o� at C = 1 Panel F: Cut-o� at C = 2
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Panel G: Cut-o� at C = 3 Panel H: Cut-o� at C = 4
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N���.— The �gure shows the coe�cients and 95% con�dence intervals from estimating Equation 1 for fast closures vs slow closures
using di�erent cut-o� values to de�ne fast and slow closures. The time points in the panels refer to the relative timing of the school
closure in weeks relative to the epidemic arrival date. The outcome variable is the all-cause mortality rate. The omitted category is -20.
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Table A.3: Long-run robustness checks: men, close vs not close

DiDisc

±2~ ±1~ ±6< ±1~ ±1~ dnut ±6<
Died before age 5 0.000 0.001 0.002 0.002 0.001 0.001

(0.002) (0.002) (0.003) (0.005) (0.005) (0.006)
N 209670 105183 52791 105183 101792 52791
Placebo death -1yr -0.000 0.001 0.001 0.002 0.003* 0.000

(0.001) (0.001) (0.001) (0.001) (0.002) (0.002)
N 209670 105183 52791 105183 101792 52791
Died during pandemic -0.001 -0.001 0.000 0.000 0.002 -0.003

(0.001) (0.001) (0.002) (0.002) (0.002) (0.003)
N 209670 105183 52791 105183 101792 52791
Age at death (years) -0.252 -0.389 -0.704* -0.724 -0.601 -0.779

(0.225) (0.306) (0.422) (0.597) (0.626) (0.844)
N 209666 105181 52790 105181 101790 52790
Responded Census 1950 -0.001 -0.001 -0.003 -0.003 -0.001 -0.007

(0.003) (0.005) (0.006) (0.009) (0.010) (0.013)
N 212566 106563 53475 106563 103131 53475
Employment 1950 -0.000 0.000 0.001 0.001 0.001 0.001

(0.001) (0.001) (0.002) (0.002) (0.002) (0.003)
N 183132 92015 46169 92015 89068 46169
HISCAM 1950 (std.) 0.010 0.004 0.005 -0.003 0.003 -0.013

(0.010) (0.014) (0.021) (0.027) (0.028) (0.040)
N 171062 85968 43150 85968 83200 43150
Responded Census 1960 -0.002 -0.002 0.002 0.004 0.003 -0.005

(0.004) (0.005) (0.007) (0.009) (0.010) (0.013)
N 212566 106563 53475 106563 103131 53475
A levels 0.000 0.001 -0.000 -0.005 -0.005 -0.010

(0.002) (0.003) (0.004) (0.006) (0.006) (0.009)
N 180141 90495 45457 90495 87598 45457
Employment 1960 0.002 0.000 -0.001 -0.002 -0.001 -0.012*

(0.002) (0.003) (0.004) (0.005) (0.006) (0.008)
N 180141 90495 45457 90495 87598 45457
Responded Census 1970 -0.003 -0.004 -0.004 -0.003 -0.002 -0.008

(0.004) (0.006) (0.008) (0.010) (0.011) (0.015)
N 212566 106563 53475 106563 103131 53475
Sec. education 1970 -0.001 -0.002 -0.004 -0.008 -0.009 -0.013

(0.003) (0.004) (0.006) (0.008) (0.008) (0.011)
N 126390 84165 42298 84165 81486 42298
Employment 1970 0.001 -0.005 -0.010 -0.016 -0.022* -0.021

(0.004) (0.005) (0.008) (0.012) (0.012) (0.016)
N 167829 84264 42347 84264 81581 42347
Retired 1970 -0.001 0.004 0.009 0.014 0.016 0.018

(0.004) (0.005) (0.007) (0.010) (0.010) (0.014)
N 167829 84264 42347 84264 81581 42347
Total Income 1970 all 168.820 68.615 -302.241 -559.700 -614.653 -1821.233*

(211.708) (331.268) (464.996) (639.282) (677.240) (961.852)
N 167829 84264 42347 84264 81581 42347
Total Income 1970 all (ln) -0.002 -0.010 -0.018 -0.015 -0.015 -0.036

(0.007) (0.010) (0.014) (0.020) (0.021) (0.028)
N 155759 78220 39312 78220 75727 39312

Notes: This table reports the coe�cients from di�erent di�erence-in-di�erences and di�erence-in-
discontinuities estimations. Each coe�cient represents one regression. The DiD regressions uses children
born in di�erent windows between 1910 and 1913 and �xed e�ects for parish, birth year and birth month
(see equation 3; standard errors are clustered at the parish level. The DiDisc regressions uses children
born in di�erent windows between 1911 and 1912 according to equation 3; dnut indicates doughnut
speci�cation which leaves out children born in the two weeks surrounding January 1st; standard errors
are clustered at the running variable, i.e. day of birth.
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Table A.4: Long-run robustness checks: women, close vs not close

DiD DiDisc

±2~ ±1~ ±6< ±1~ ±1~ dnut ±6<
Died before age 5 -0.001 0.001 -0.002 -0.003 -0.004 0.001

(0.002) (0.002) (0.003) (0.005) (0.005) (0.007)
N 200001 100258 50679 100258 96944 50679
Placebo death -1yr -0.001 -0.001 -0.000 0.000 -0.000 -0.001

(0.001) (0.001) (0.001) (0.002) (0.002) (0.002)
N 200001 100258 50679 100258 96944 50679
Died during pandemic -0.000 0.001 0.002 0.002 0.000 -0.003

(0.001) (0.001) (0.001) (0.002) (0.002) (0.003)
N 200001 100258 50679 100258 96944 50679
Age at death (years) -0.178 -0.592* -0.336 -0.361 -0.063 -0.281

(0.232) (0.319) (0.475) (0.675) (0.699) (0.973)
N 200000 100257 50679 100257 96943 50679
Responded Census 1950 -0.004 -0.006 0.000 -0.001 0.004 0.005

(0.003) (0.004) (0.007) (0.009) (0.010) (0.014)
N 203675 101997 51521 101997 98610 51521
Employment 1950 -0.001 0.003 -0.002 -0.005 -0.005 -0.005

(0.003) (0.005) (0.007) (0.009) (0.010) (0.013)
N 177510 89007 45060 89007 86058 45060
HISCAM 1950 (std.) -0.031 -0.011 -0.028 -0.023 -0.040 -0.056

(0.021) (0.029) (0.043) (0.062) (0.064) (0.098)
N 40527 19931 9829 19931 19290 9829
Responded Census 1960 -0.003 -0.004 0.000 -0.002 0.002 0.009

(0.003) (0.005) (0.007) (0.010) (0.010) (0.014)
N 203675 101997 51521 101997 98610 51521
A levels -0.001 -0.001 0.000 -0.000 0.000 -0.002

(0.001) (0.002) (0.003) (0.003) (0.003) (0.004)
N 175071 87703 44409 87703 84810 44409
Employment 1960 0.005 0.001 0.002 0.003 0.005 0.028

(0.005) (0.007) (0.011) (0.014) (0.015) (0.021)
N 175071 87703 44409 87703 84810 44409
Responded Census 1970 -0.005 -0.009* -0.005 -0.007 -0.001 -0.004

(0.004) (0.005) (0.008) (0.011) (0.011) (0.016)
N 203675 101997 51521 101997 98610 51521
Sec. education 1970 -0.001 -0.003 -0.004 -0.002 -0.002 -0.006

(0.003) (0.004) (0.005) (0.007) (0.008) (0.010)
N 125940 83870 42430 83870 81100 42430
Employment 1970 0.014*** 0.019*** 0.023** 0.033** 0.026* 0.058***

(0.005) (0.007) (0.009) (0.013) (0.014) (0.019)
N 167422 83922 42462 83922 81151 42462
Retired 1970 -0.011** -0.022*** -0.017 -0.023 -0.022 -0.053**

(0.005) (0.008) (0.011) (0.016) (0.017) (0.023)
N 167422 83922 42462 83922 81151 42462
Total Income 1970 all 197.574* 301.541* 186.716 306.800 381.222 945.632*

(117.894) (167.120) (218.146) (338.202) (349.135) (493.049)
N 167422 83922 42462 83922 81151 42462
Total Income 1970 all
(ln)

0.003 -0.005 0.035 0.057 0.076* 0.060

(0.014) (0.021) (0.030) (0.043) (0.043) (0.064)
N 101776 50280 25287 50280 48613 25287

Notes: This table reports the coe�cients from di�erent di�erence-in-di�erences and di�erence-
in-discontinuities estimations. Each coe�cient represents one regression. The DiD regressions
uses children born in di�erent windows between 1910 and 1913 and �xed e�ects for parish, birth
year and birth month (see equation 3; standard errors are clustered at the parish level. The
DiDisc regressions uses children born in di�erent windows between 1911 and 1912 according to
equation 3; dnut indicates doughnut speci�cation which leaves out children born in the two
weeks surrounding January 1st; standard errors are clustered at the running variable, i.e. day
of birth.
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Appendix B Main Sources

Figure B.1: Exam Catalogue from Elementary School
N���.— The extract shows the front page and the critical page of an exam catalog from the school year 1918/19.

Figure B.2: Notes on School Closures
N���.— The extract shows the critical piece of information contained in the exam catalogue regarding school closures. In the box, the
class teacher puts down instances of interruptions to normal operation by cause, including absence of the teacher, epidemic, natural

causes and other causes.
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Figure B.3: Alternative Source: Teaching Statistics
N���.— The extract shows three pages of the teaching statistics (Undervisningsstatistik) form that was completed for each school in the

country on an annual basis.

Figure B.4: Alternative Source: Teaching Statistics
N���.— The extract shows the part of the teaching statistics form that reports school closures. In the box, the head teacher puts down the
number of weeks of instruction; the number of days of instruction per week; days lost due to teacher absence, epidemics, natural causes
and other causes; and the total number of days of instruction during the academic year. In many cases, the exact dates of school closures

were added on the following page.
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Appendix C Data Digitization

This section describes how to use the end-to-end automated transcription pipeline of hand-
written text proposed by Dahl et al. (2023) on the Swedish death books. Every component of
this pipeline is optimized to handle large amounts of high resolution scans (pdfs or images)
with a �xed tabular layout. The pipeline is particularly well suited to transcribe handwritten
population data such as dates, cause-of-death, occupation, gender, civil status etc., that are
organized in well-structured tables as is the case for the Swedish death books.

C.1 The transcription pipeline

Following Dahl et al. (2021) the transcription work�ow can be divided into three steps:

1. Layout classi�cation: Sort documents based on type.

2. Table Segmentation: Extract an image for each of the �elds of interest.

3. Transcription: Transcribe the extracted �eld images.

1. Layout classi�cation:

For the Swedish death books downloaded from riksarkivet.se there are 2 �xed layout types.
We de�ne Type A as having a table layout with 11 entry-rows while Type B is a table layout
with 12 entry-rows, see, e.g., Figure C.1. The classi�cation of all documents into layout
types is based on a convolutional neural network. The layout classi�er performs with an
accuracy rate above 99%.

Table segmentation:

For table segmentation, �rstly, the exact location of the table in each image document
is identi�ed. Secondly, all the table cells of interest are extracted and stored as smaller
image-snippets. Table segmentation is based on standard computer vision operations to
�nd straight horizontal and vertical lines and their points of intersection. The Coherent
Point Drift (CPD) method of Myronenko and Song (2010) can then be applied to learn the
transformation responsible for aligning the points of intersection on a table template with
the points found on the image document. Based on the learned transformation, all the table
cells of interest can subsequently be extracted, see, e.g., Figure C.2. For more details, see Dahl
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et al. (2023). For the Swedish death books, more than 95% of all tables where successfully
segmented.

Transcription:

Having extracted a collection of image-snippets corresponding to the �elds of interest in
the tables, we need them transcribed. This is the process of converting an image snippet of
numbers and text into a sequence or string representation. For all image-snippets extracted
from the death books we use a variant of a ResNet-50 sequence neural network. Speci�cally,
each neural network uses a ResNet-50 with bottleneck building blocks (He et al., 2016) as its
feature extractor; the weights of the PyTorch version of ResNet-50 pretrained on ImageNet
(Deng et al., 2009) are used as the initial weights. This step is illustrated in Figure C.3 for
cause-of-death. For dates and civil status, we obtain accuracy rates between 90% and 95%.
For cause-of-death, the accuracy is about 92%.

Neural network architecture: The architecture of the neural networks models di�er
across the various table cells only insofar as their classi�cation heads di�er. The neural
network for modeling sequences of the format of DD-M-YY (the date-of-birth cells, i.e.,
columns 7 and 8 of the death book) have 5 layers. The �rst two correspond to the day, with
four and ten nodes, the third to the month, with fourteen nodes and the last two to the year,
with 11 nodes each. The thirteenth option for the month allows for missing months and the

Figure C.1: Table layout classi�cation by a convolutional neural network
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Figure C.2: Table segmentation by coherent point drift and extraction of table cells of
interest

Figure C.3: Transcription of cause-of-death class by a convolutional neural network

fourteenths option for the month allows for the “repeat” option. The eleventh option for
each digit in the year allows for missing digits. The architecture of the network modeling
sequences of the format DD-M (the date-of-death cells, i.e., columns 2 and 3 of the death
book) is de�ned similarly except for the last two layers which are dropped. The network
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for modeling the cause-of-death (column 16) is a single layer classi�er with two nodes
corresponding to Spanish �u versus non Spanish �u respectively. Each row from columns
9 to 15 is segmented at a single image snippet and is transcribed by a single layer neural
network with 7 nodes where the �rst node is for an empty image snippet (0-0-0-0-0-0), the
second node is a "mark" in column 9 (1-0-0-0-0-0) etc.

Neural network con�guration and optimization: All neural networks are optimized
using stochastic gradient descent with momentum of 0.9, weight decay of 0.0005, and
Nesterov acceleration based on the formula in Sutskever et al. (2013). The batch size used is
256 and the learning rate is 0.05. The networks are trained for 100 epochs and the learning
rate is divided by ten every 30 epochs. The loss function used is the mean cross entropy of
each output layer.

C.2 Training data

The Swedish death books for the period 1916-2020 are already partly transcribed in the
sense that Swedish administrative death records contain information about names, birth and
death dates, gender, civil status etc. Furthermore, when retrieving the source images from
riksarkivet.se, we automatically obtain meta data information on the parish for each death
book image as well as the year of death for all individuals in that particular death book.
Surprisingly, the cause-of-death is not recorded in the Swedish administrative death records
for the 1916-2020 period time period. Furthermore, the entries of Swedish administrative
death records are not linked to the death books. In order to take advantage of the large
amount of transcribed but unlinked administrative data we apply a two-step transcription
procedure:

Dates and Civil Status: First training based on manually transcribed labels.

We �rst train two initial networks based on subsets of 4000 manually labeled death dates
images and 8000 labeled birth date images. Based on predictions from these initial network
models for birth date and death date (in combination with the meta data on parishes) we are
able to perfectly match 160,000 individuals from the Swedish administrative records to the
death book images in which the individuals are recorded. This implies that we after this
�rst round have labels for about 160,000 image snippets for birth dates, death dates, gender
and civil status. All this information is also linked to the unique death book image identi�er,
i.e., the �lename of the image at Riksarkivet.se.
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Dates and Civil Status: Second training based on linked labels.

Consequently, in the second step we retrain the networks for the dates as well as civil status
based on this much larger training data and use these models to automatically transcribe all
remaining image snippets.

Cause-of-death: Training based on manually transcribed labels.

Finally, the neural network classi�cation model for cause-of-death is trained based on 10000
manually labeled cause-of-death image snippets. Based on this model the cause of death is
predicted for all the remaining cause of death image snippets and the predictions are linked
by �lename and row number to the already obtained transcriptions for each individual.
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Appendix D Pupil Dataset – Descriptives and Results

D.1 Data Description

We digitised and linked a subset of exam catalogues (cf. Section 3.1) to censuses. The sample
consists of more than 16,000 individuals from 362 school districts. The sample is based on
catalogues that have been sent by archives and the selection of cases is thus arbitrary but
may still not be completely representative due to the fact that we oversample larger schools.
In addition, some archives only sent the �rst page of the list of pupils of that school, and
since boys are typically reported before girls, this may lead to some overrepresentation
of boys. It is, however, unlikely that the sample selection is somehow related to relevant
unobservable characteristics. We provide an overview of the descriptives of the resulting
dataset in Table D.1.

Table D.1: Summary Statistics, Pupil Sample

Mean S.d. Min Max #

Absence days fall 4.63 6.70 0.0 115.0 16,453
Absence days spring 3.58 7.21 0.0 108.0 16,448
Presence days fall 78.50 47.00 0.0 4775.0 16,449
Presence days spring 54.42 21.31 0.0 434.0 16,439
Presence rate (%) 94.32 6.75 21.1 100.0 16,115
Presence rate (%) fall 92.37 10.27 3.8 100.0 16,249
Presence rate (%) spring 95.79 7.65 1.1 100.0 16,309
Half weak reading 0.22 0.42 0.0 1.0 16,468
Half year reading 0.09 0.28 0.0 1.0 16,468
Closure days 13.68 13.24 0.0 88.0 16,264
No closure 0.29 0.45 0.0 1.0 16,264
Distance from POB (km) 54.85 133.31 0.0 1376.0 13,097
Measurement error birth/18 -0.50 11.22 -51.0 51.0 12,046
N���.— This table reports summary statistics for pupils in a non-random sample of
exam catalogues from 362 school districts. Distance from POB refers to the distance
between the 1918 school district and the parish of birth. Measurement error birth/18
refers to the measurement error (in school closure days) when parish of birth is used
for treatment assignment instead of the actual school district.

For each individual pupil, the data include information of the total days of absence and
the total days of presence in each term of the 1918/19 school year. It also includes information
on the school regulations applying at the individual school; most importantly, whether
half-time schooling was applied. Some schools had one teacher teaching two groups; the
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groups would take turns either on individual days within each week (denoted “Half week
reading” in Table D.1) or be taught one full term each (denoted “Half year reading” in Table
D.1). Thanks to record linkage to the 1910 census, the dataset also includes parish of birth
and parish of residence in 1910. Thereby, it is also possible to calculate the measurement
error if the assignment of the school closure variable is based on place of birth instead of
the actual exposure in 1918 – which is the treatment assignment we use in the analysis of
long-term e�ects in Section 5.

D.2 Closures, Presence and Sickness Absence

In Table D.2, we regress student presence on days of closure, in order to get an estimate of
the rate at which school closures are translated into reduced presence. We consider three
di�erent assignments of the school closure assignment variable. In Panel A, we use the
days of school closure recorded for the district where the pupil actually went to school
in 1918/19. In Panel B, we instead base the assignment on the parish of birth. The three
leftmost columns of Table D.2 report the e�ect of closure days on the number of days a
student is present in school, whereas the three rightmost columns report the corresponding
e�ects on presence rates (calculated as the number of presence days divided by the combined
number of presence and sickness absence days).

The overall e�ect of a day of school closure is a reduction in presence days by 0.45.
There are a number of reasons why this coe�cient is not equal to 1. First, we have de�ned
school closures by calendar dates, so that two weeks of closure counts as 14 days – even
though there were only 5 or 6 schooldays per week. Second, the counterfactual to a school
closure is not a 100% presence, since pupils may be absent even if their school is open, due
to e.g. sickness of the pupils or their teacher. Third, there is sometimes measurement error
in the school closure variable: we take school closure information from the largest school in
each district, and some districts have variation between schools. Fourth, on rare occasions,
there would be an extension to the term due to the closure; however, this represents a rare
exception.

Despite these deviations, the estimate in the �rst columnmakes clear that there is a strong
negative relationship between closures and presence in school. The following columns make
clear that, as expected, it is mainly presence during the fall term that is a�ected. In the
three rightmost columns, we estimate the e�ect on the presence rates. The rate is calculated
as the total days of presence divided by the total days of instruction. Therefore, �nding
an e�ect on this variable – which by construction discounts the period of school closure –
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would indicate systematic di�erences in presence between closing and non-closing districts
also in normal times, which in turn would re�ect an endogeneity problem for the school
closures. Interestingly, there is a positive relationship between the duration of a school
closure and the presence rates. This means that the schools that closed actually had higher
presence rates before and after the closure. The coe�cient is small: each day of closure
would be associated in a reduction in the absence rate by 0.3 per cent. This is one reason
why each day of closure doesn’t translate into one day less of presence; however, it is clearly
not quantitatively important.

Table D.2: E�ects of Closures on Presence

P������� D��� P������� R����

Total Fall Spring Total Fall Spring

A. B� A����� E�������

Days closed -0.4490*** -0.3912*** -0.0500 0.0325* 0.0321 0.0193
(0.126) (0.072) (0.093) (0.013) (0.027) (0.011)

Mean 133.82 54.68 78.64 94.30 92.27 95.81
N. of cases 12,493 12,696 12,691 12,488 12,551 12,625
N. of districts 402 403 403 402 403 403

B. E�������M������� �� B����

Days closed -0.4192*** -0.2895*** -0.1137 0.0187* 0.0198 0.0077
(0.093) (0.053) (0.059) (0.009) (0.017) (0.009)

Mean 133.82 54.68 78.64 94.30 92.27 95.81
N. of cases 9,984 10,151 10,147 9,981 10,023 10,103
N. of districts 513 515 516 513 514 516
N���.— *** p <0.01; ** p <0.05; * p <0.1. Own calculations based on pupil sample. Standard
errors are clustered at the school district level. Covariates included in all speci�cations are year
of birth �xed e�ects, term length, and dummies for half-time schooling.

In panel B of Table D.2, we estimate the impact of closures on presence days and rates
when we do not use the actual exposure to closures, but instead assign closures by the
parish of birth. This leads to a bias in coe�cients toward zero; however, the key relationship
remains strongly statistically signi�cant. We will return to the issue of measurement error
below.

In Figure D.1, we further investigate the relationship between school closures and
presence rates during times when schools are open. It shows the average presence rates
during fall 1918 and spring 1919 for closing and non-closing schools. Apparently, the
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Figure D.1: Presence Rates in Closing and Non-Closing Schools

N���.— Own calculations based on pupil sample. Each marker represents a school district and shows presence
rates (in per cent of total instruction time) in the fall of 1918 and the spring of 1919 for closing and non-closing
districts. Districts are weighted by the number of pupils covered in the data.

presence rates are very similar in closing and non-closing schools.

D.3 The Endogeneity of School Closures

Our baseline results reported in Section 4.2 suggest that school closures were typically
implemented in reponse to a rapid upsurge in the number of fatal in�uenza cases. We now
investigate whether similar patterns in pre-closure health may be detected in the sickness
absence data. In the digitised data we have information on the number of sickness days per
month at the individual level. The data are thus much more aggregated than the mortality
data, which are available at the daily level – and this limits the possibilities somewhat.

In Table D.3 we present results showing how sickness absence rates change in the
months leading up to a closure. The non-closing districts serve as reference category. In the
three rightmost columns we test whether closures were preceded by diverging trends, using
�rst-di�erenced absence rates as dependent variable. It transpires that the October closures
are preceded by a surge in sickness absence, whereas all the other estimates are insigni�cant
and often take on the “wrong” sign. Accordingly, schools closing in October had an 1.2
percentage point increase in absence in that month relative to the non-closing districts. In
conclusion, we �nd that the October closures appear to have been endogenous in the sense

72



that they were preceded by a surge in sickness absence: absence rates increase by more
than 50 per cent in the pre-closure days of October. Hence in this part we corroborate the
�nding in 4.2 that closures were preceded by a surge in the pandemic.

Table D.3: Absence Rates by Closure Months

S������� ������� ����� �� M������ C�����

August September October Nov/Dec Spring 19 September October Nov/Dec

Closed September 0.0076 0.0112 -0.0033 -0.0015
(0.009) (0.010) (0.004) (0.007)

Closed October -0.0009 -0.0090 0.0067 0.0032 -0.0043 0.0166**
(0.004) (0.006) (0.004) (0.004) (0.005) (0.006)

Closed Nov/Dec 0.0073 -0.0045 0.0054 0.0195 -0.0058 -0.0054 0.0088 0.0142
(0.007) (0.006) (0.004) (0.016) (0.004) (0.006) (0.006) (0.015)

Mean 0.030 0.030 0.025 0.104 0.045 -0.004 -0.003 0.084
N. of cases 6,430 11,232 10,161 6,085 12,020 6,422 10,015 6,031
N. of districts 240 378 350 219 392 240 344 219
N���.— *** p <0.01; ** p <0.05; * p <0.1. Standard errors are clustered at the school district level. Covariates included in all speci�cations
are year of birth �xed e�ects, term length, and dummies for half-time schooling.

D.4 Measurement Error in Exposure

Thanks to having place of residence measured at two points in time – at birth and in 1918 –
we can gauge the extent to which measurement error in the assignment to school closures
represents a problem. In Figure D.2 we plot histograms of the distance between the parish
of residence in 1918 and parish of residence at birth. Clearly, the vast majority of individuals
remain in a close vicinity of their earlier parish of residence: 70 per cent of the sample lives
within 28 kilometers of their parish of birth. Of these, the vast majority remain in the same
parish.

In �gure D.3 we consider the implications of this for measurement error: we calculate the
measurement error as the absolute value of the di�erence in total closure duration. Around
2/3 of the sample have a measurement error of two days or less.

Next, we consider the consequences of measurement error for the empirical analysis.
Figure D.4 shows how the measurement error relates to the true value of the closure duration.
In this �gure we use the actual measurement error, i.e. the deviation from the true value,
without taking absolute values. Not surprisingly, given that the variable is non-negative
with great mass at zero closure days, the measurement error is clearly non-classical.

Given this strong correlation between measurement error and duration, we cannot make
the assumption that the measurement error is uncorrelated with duration. By utilizing
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Figure D.2: Distance between 1918 Residence and Earlier Parish of Residence.

N���.— Own calculations based on pupil sample. Moving distance is measured as haversine distance between
the 1918 school district centroid and parish of birth.
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Figure D.3: Measurement Error in School Closure Duration.

N���.— Own calculations based on pupil sample. Measurement error is de�ned as the absolute value of the
di�erence in closure duration between the 1918 school district and the parish of residence in 1910 or at birth.
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Figure D.4: Average Measurement Error by Closure Duration.

N���.— Own calculations based on pupil sample. Measurement error is de�ned as the di�erence in closure
duration between the 1918 school district and the parish of birth.

both the accurate and inaccurately measured exposure data within the pupil dataset, we are
able to assess the degree of bias stemming from measurement errors in our primary model
for long-term outcomes.22 Consider our main di�erence-in-di�erence speci�cation from
Section 5:

~8<?~ = W? + W< + W~ + W⇡⇡8 + g⇠? · ⇡8 + n8, (3)

which under the identifying assumptions produces unbiased estimates in case there is no
measurement error in the independent variables. In fact, all variables in this speci�cation
are measured without error, except for the interaction term ⇠? · ⇡8 , which interacts the
treatment status of the school district with the child’s eligibility.23 To simplify, we collect all
the other, correctly measured variables, in the vector /8 . Denote the mismeasured treatment
assignment variable by e⇠? and the measurement error byD8 = e⇠? �⇠? . Then we may express

22The short-run anaysis for mortality is based on actual parish of residence at death and hence the issue of
measurement error does not arise.

23In the main analysis, the relevant cuto� for ⇡8 is January 1st 1912, since children born before that date
went to school in 1918. In this part we use instead January 1st 1910 as the cuto�, since the entire sample we use
in this part includes schoolchildren. This implies that the measurement error may be slightly overestimated,
since it is based on slightly older children. However, it is unusual that children relocate during their primary
school years (cf. Fischer et al., 2020); hence the implications of this should be negligible.
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the estimating equation as:

~8<?~ = /W + ge⇠? · ⇡8 + n8 � gD8 · ⇡8 (4)

Following Aigner et al. (1973) it can be shown that the errors in the OLS estimates of
parameters (W, g)0 equal

4 = �g
⇣e- 0e- ⌘�1 e- 0 (D � ⇡) (5)

where e- =
⇣
/ , e⇠? � ⇡⌘ is a # ⇥ matrix including all independent variables, including the

mismeasured interaction term, and � denotes element-by-element multiplication. Hence,
the bias term may be estimated by regressing the vector (D � ⇡) on all the variables in e- .
Denoting the coe�cient associated with the term e⇠? ·⇡8 in such a regression by 1e⇠⇡ , the bias
associated with the DID speci�cation equals factor 1 � 1e⇠⇡ . In other words, the parameter
g̃ that results when running the di�erence-in-di�erences analysis with the mismeasured
variable e⇠? is related to the true e�ect g as follows:

g̃ = g
✓
1 �

⇣e- 0e- ⌘�1 e- 0 (D � ⇡)
◆

(6)

= g
�
1 � 1e⇠⇡

�
(7)

In our main speci�cation, the closure variables enters as a binary term, where ⇠? = 1
represents school closures of any length. However, the bias factor would be derived in the
same way in a speci�cation where it enters as a continuous variable. Therefore, for the sake
of comparison, we estimate the bias factor for a binary and for a continuous speci�cation in
Table D.4 below.

As the estimates in the rightmost column of Table D.4 reveal, the measurement error in
the school closure assignment leads to attenuation bias: the actual e�ect will be about 35
per cent larger than the estimated e�ect. Hence, all our estimates for long-term outcomes
will slightly underestimate the actual e�ect. It is notable that using a continuous treatment
indicator instead would lead to a bias in the opposite direction.

It would in principle be possible to also estimate the bias resulting from measurement
error in the di�erence-in-discontinuity speci�cation (cf. equation (3) in Section 5). However,
since that speci�cation includes several mismeasured variables (i.e. all interactions with the
treatment variable) it does not lead to a simple solution.
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Table D.4: Bias due to Measurement Error

Continuous Binary

Bias Factor
�
1 � 1e⇠⇡

�
1.2760*** 0.7420***
(0.013) (0.014)

N. of cases 6,040 6,040
*** p <0.01; ** p <0.05; * p <0.1.
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