
D
I

S
C

U
S

S
I

O
N

 
P

A
P

E
R

 
S

E
R

I
E

S

Forschungsinstitut 
zur Zukunft der Arbeit
Institute for the Study 
of Labor 

Whither Corruption? A Quantitative Survey of the 
Literature on Corruption and Growth

IZA DP No. 5334

November 2010

Nauro F. Campos
Ralitza Dimova
Ahmad Saleh



 
Whither Corruption? 

A Quantitative Survey of the Literature 
on Corruption and Growth 

 
 

Nauro F. Campos 
Brunel University, CEPR and IZA  

 
Ralitza Dimova 

University of Manchester and IZA 
 

Ahmad Saleh 
Brunel University 

 
 
 

Discussion Paper No. 5334 
November 2010 

 
 
 

IZA 
 

P.O. Box 7240   
53072 Bonn   

Germany   
 

Phone: +49-228-3894-0  
Fax: +49-228-3894-180   

E-mail: iza@iza.org 
 
 
 
 
 

Any opinions expressed here are those of the author(s) and not those of IZA. Research published in 
this series may include views on policy, but the institute itself takes no institutional policy positions. 
 
The Institute for the Study of Labor (IZA) in Bonn is a local and virtual international research center 
and a place of communication between science, politics and business. IZA is an independent nonprofit 
organization supported by Deutsche Post Foundation. The center is associated with the University of 
Bonn and offers a stimulating research environment through its international network, workshops and 
conferences, data service, project support, research visits and doctoral program. IZA engages in (i) 
original and internationally competitive research in all fields of labor economics, (ii) development of 
policy concepts, and (iii) dissemination of research results and concepts to the interested public.  
 
IZA Discussion Papers often represent preliminary work and are circulated to encourage discussion. 
Citation of such a paper should account for its provisional character. A revised version may be 
available directly from the author. 



IZA Discussion Paper No. 5334 
November 2010 

 
 
 
 
 
 
 
 
 
 
 

ABSTRACT 
 

Whither Corruption? 
A Quantitative Survey of the Literature on Corruption and Growth* 
 
Does corruption grease or sand the wheels of economic growth? This paper uses meta-
analysis techniques to systematically evaluate the evidence addressing this question. It uses 
a data set comprising 460 estimates of the effect of corruption on growth from 41 empirical 
studies. The main factors explaining the variation in these estimates are whether the model 
accounts for institutions and trade openness (both are found to deflate the negative effect of 
corruption), authors’ affiliation (academics systematically report less negative impacts), and 
use of fixed-effects. We also find that publication bias, albeit somewhat acute, does not 
eliminate the genuine negative effect of corruption on economic growth. 
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1. Introduction 

Corruption happens and it happens in all countries. Although corruption is more common in 

poorer economies, it does exist everywhere. It is now widely accepted that corruption is not 

restricted to specific regions or levels of economic development (Abed and Gupta, 2002) and 

that the most pressing questions are which mechanisms corruption uses and how severe it 

actually is as a constraint on economic and political activities (Basu, 2006; Pande, 2008).  

One of the defining debates in the literature on the macroeconomic consequences of 

corruption has been whether it greases or sands the wheels of economic growth and 

development. Those in favour of the greasing hypothesis argue that corruption facilitates trade 

that would not have happened otherwise and promotes efficiency by allowing private sector 

agents to circumvent cumbersome regulations (Leff, 1964; Huntington, 1968). Numerous 

examples support this view, showing that in highly restrictive regulatory environments, 

corruption can enhance economic growth by stimulating entrepreneurship and efficiency (De 

Soto, 1990; Egger and Winner, 2005; Levy, 2007).  

Opponents of this view have constructed a solid theoretical rebuttal to these arguments 

by arguing that the greasing effect of corruption is only possible as a second best option in a 

malfunctioning institutional setting. Thus, in order to properly evaluate the effects of 

corruption one has to recognize its endogeneity with respect to institutions (Aidt, 2009).  

Theoretical analyses and empirical evidence supporting this view abound, showing that 

corruption sands the wheels of growth. Rock and Bonnett (2004) argue that corruption 

reduces investment in most developing countries and particularly in small open economies. 

Reinikka and Svensson (2004; 2005) find that it has detrimental effects on human capital 

accumulation. Concerning its magnitude, Fisman and Svensson (2001) estimate that a one 

percent increase in corruption leads to a three percent reduction in firm growth. This body of 

evidence informs the position of key international policy actors like the IMF, World Bank and 
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the OECD and the ever increasing number of anti-corruption agencies and campaigns at both 

national and international fora (Méon and Weill, 2010).  

Yet the body of empirical evidence on the economic consequences of corruption is 

still far from conclusive (Svensson, 2005; Aidt, 2009). For example, the literature continues 

to provide support to phenomena such as the so-called Asian paradox (a positive correlation 

between corruption and growth in a number of fairly successful Asian economies, including 

China) even after accounting for the crucial intermediate effect of institutions that shape the 

more recent versions of the greasing the wheels hypothesis (Wedeman, 2002; Rock and 

Bonnett, 2004; Li and Wu, 2007; Vial and Hanoteau, 2010).   

The inconclusiveness of the evidence on the relationship between corruption and 

growth can be explained by several factors. Econometrically, regressions that attempt to infer 

a causal relationship between corruption and growth are often fraught with reverse causality 

and omitted variable problems, which have so far not found a satisfactory resolution (Aidt, 

2009). In addition, the most popular measures of corruption in the empirical literature are 

based on expert opinions, which are often loaded with ideological bias and generate a 

corruption ranking of countries heavily biased towards general perceptions of current or past 

politico-economic performance (Razafindrakoto and Roubaud, 2010). The inconclusiveness 

can also be driven by publication bias: although it is understandable that not all econometric 

results are reported, their very selection for reporting purposes may be affected by either the 

preferences of journal editors or the agenda of the various international development 

institutions (interestingly, we find in this paper that such biases are significantly smaller in 

peer-reviewed publications). Finally, as well known for instance from the empirical literature 

on inequality and growth, cross-country correlations in the growth-related literature are 

generally clouded in data quality and other problems that tend to hide the welfare implications 

of any economic phenomena or policy (Ravallion, 2001).  
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The objective of this paper is to provide a rigorous and systematic survey of the 

empirical literature of the effects of corruption on economic growth.
1
 Here we try to (1) 

uncover whether there is a genuine relationship between corruption and growth, (2) evaluate 

the direction of this relationship, and (3) identify the main factors or determinants that may 

help explain the variance in the observed effects of corruption on growth. For these purposes, 

we put together a unique data set comprising a total of 460 empirical estimates of the effect of 

corruption on growth from 41 different studies (listed in Appendix I). Figure 1 shows that 

about 32 percent of these estimates support a significant and negative impact of corruption on 

growth, 62 percent suggest a statistically insignificant relationship, while approximately only 

6 percent support a positive and significant relation. On this account alone, one may be 

tempted to argue that the support for the sanding hypothesis is greater than that for the 

greasing hypothesis, yet note the vast majority of the results leads to arguing that the evidence 

is not conclusive. Why is that so? This paper uses meta-analysis and meta-regression 

techniques to establish the depth, extent and the reasons behind this inconclusiveness.   

Our main findings refer to the identification of the main factors that explain the 

variation we observe in Figure 1. We find that these principal factors are authors’ affiliation 

(academics systematically report smaller and less negative effects), the use of fixed-effects 

(which interestingly tend to increase the negative effect of corruption on growth), the type of 

corruption measure, the presence of MENA countries in the sample (which also tends to 

increase the overall negative effect) and the inclusion in the model of trade and institutions 

which both tend to deflate the negative effect of corruption on economic growth. We also find 

that although publication bias seems to be severe in this literature, there is plenty of evidence 

supporting a genuine negative effect of corruption on growth.   

                                                 
1
 There are various excellent surveys of the literature on the causes and effects of corruption, for 

example Bardhan (1997), Svensson (2005), Lambsdorff (2006), Pande (2008), Aidt (2003, 2009) and 

Treisman (2007). However ours is, to the best of our knowledge, the first quantitative survey of the 

econometric evidence on the corruption-growth nexus. 
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The rest of the paper is organized as follows. In Section 2 we examine whether there is 

evidence for a genuine relation between corruption and growth, as well as for the existence 

and severity of reporting bias. In Section 3 we present the data set we constructed covering a 

large number of factors that can potentially explain the variation in results on this relationship 

available in the literature. In Section 4, we use meta-regression analysis techniques to 

investigate the main determinants of the variation in the corruption-growth effects. Section 5 

concludes. 

 

2. Is there a genuine relationship between corruption and growth? 

For this paper, we put together a hand-collected data set comprising 460 estimated effects 

(that is, coefficients) of corruption on economic growth from 41 different empirical studies 

(the studies are listed in Appendix I.) The selection criteria we used are as follows. In order to 

be included, a paper has to investigate econometrically the relationship between corruption 

and economic growth across countries and it has to report regression coefficients and their t-

values or standard errors. In addition, it has to report the number of observations and/or 

degrees of freedom and to report sufficient information that allows us to create the 

explanatory variables we require (listed in Appendix II). We also include in the data set all 

reported regression results from each study as opposed to selecting one set of results as 

representative or preferred. This is because very few authors single out a set of preferred 

results. Notice that among the excluded studies are those that deal with only one country 

(“case studies”) and those focusing on the effect of corruption on various macroeconomic 

variables other than economic growth (such as FDI, investment, inflation, government 

expenditures, aid and income inequality).  

One explanation for the existence of bias in the literature is the alleged tendency for 

the evidence in academic papers to lean towards statistically significant results. The simplest 
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and most often used method to detect such bias is the informal examination of a funnel graph. 

This is a scatter plot of the size of the treatment effect (e.g. the coefficient in a regression 

analysis) against a measure of its precision (Stanley, 2005; Doucouliagos and Ulubaşoģlu, 

2008.)
.
 Since in the absence of publication selection, estimates will vary randomly (or 

symmetrically) around the “true” effect, the funnel plot asymmetry is the key for identifying 

publication bias.
2
 Figure 2 shows the funnel plot for our data, which is clearly asymmetric, 

and thus pointing to the existence of bias. Given that visual inspections are subjective and 

potentially misleading, we next use meta-regression analysis to answer whether there is a 

genuine association between corruption and growth in a more rigorous fashion.  

Stanley (2005) argues that if there is a genuine association between two variables, 

there should be a positive relationship between the natural logarithm of the absolute value of 

the t-statistic and the natural logarithm of the degrees of freedom in the regression:  

      iii dft   lnln 10      [1] 

where  it  and idf  denote the t-statistics and degrees of freedom in study i, respectively.
 

Stanley (2001; 2005) also develops a meta-significance test (MST) and shows that the value 

of the slope coefficient in equation [1] contains information on the extent of a publication bias 

and on the existence of a genuine effect. If the slope coefficient is less than zero, the evidence 

is said to be contaminated by publication bias and there is no genuine association between the 

two variables. If the slope coefficient is larger than zero, it is said that there is a genuine 

empirical effect. Finally, if 5.00 1  there is a genuine association, as well as a publication 

bias in the underlying body of evidence.  

Given that random, large-sample misspecification biases may cause MST to identify a 

genuine effect too frequently, Stanley (2008) recommends complementing MST with FAT 

                                                 
2
 The intuition is that studies with a smaller sample size should have larger sampling error, while 

studies with a larger sample size should have lower sampling errors.  
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(funnel asymmetry test) and PET (precision effect test). This amounts to regressing the t-

statistics of the estimated effects on the inverse of their standard errors (Egger et al, 1997):  

       iii uSet  /110        [2] 

where iSe  denotes the standard error of the estimated coefficients and it  denote the t-

statistics. Testing for the statistical significance of the intercept coefficient represents a test of 

publication bias.
 
This is a direct and more rigorous test of funnel plot asymmetry. Moreover, 

Egger et al (1997) argue that the sign of the intercept also indicates the direction of the bias. A 

significant slope coefficient, on the other hand, points to the existence of a genuine effect, 

irrespective of the possible publication bias (Stanley, 2008).  

  Table 1 shows the results from the FAT-PET and MST (equations 1 and 2, 

respectively).
3
 The coefficient of the degrees of freedom variable in the MST regression is 

statistically significant, with a value lying between zero and 0.5, indicating that despite the 

presence of a publication bias, there is evidence for a genuine relationship between corruption 

and growth. The intercept coefficient in the FAT-PET regression is also statistically 

significant, thus confirming the presence of a publication bias. Moreover, the negative sign of 

this coefficient suggests that the bias is negative, indicating that the “true” corruption-growth 

relationship is less negative than that commonly reported in the literature. However, the MST 

estimates deliver a non significant slope coefficient in the FAT-PET regression (Table 1, 

columns 3 and 4) which cast doubts about the strength of a genuine effect in the corruption-

growth literature. In order to explore this relationship further, we separate our sample in 

published and unpublished research and re-estimate the FAT-PET equation. Notice that out of 

the 41 studies in our data set, 20 are published in peer-reviewed academic journals, while 21 

are working or policy papers, and reports. These results, reported in Table 2, indicate that the 

slope coefficient is not statistically significant only in the unpublished research sample while 

                                                 
3
 These results also obtain in a, much less standard, multivariate regression analysis (adding further 

study characteristics to the specification). These are available from the authors upon request. 
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it is significant at the 1% level in the published research sample. This suggests a genuine 

relationship between corruption and growth in published research as well as the absence of 

such genuine relationship in unpublished studies. This is a very important result because it 

raises the possibility that unpublished studies (which may be more policy oriented) tend to 

tolerate, substantially more than published studies, a lenience towards a more negative and 

significant link between corruption and growth. Put it differently, the data shows that peer-

reviewed papers are systematically more likely to report a genuine yet less negative effect of 

corruption on growth than that of the literature as a whole. In what follows, we further 

investigate this issue, but first we present the full data base we put together to try to 

understand the variance we find in these corruption-growth effects.  

  

3. How does the average corruption-growth study look like?  

The preceding analysis suggests that the body of evidence exploring the relationship between 

corruption and economic growth may be biased and that this bias may be negative. Existing 

studies are systematically more likely to report negative and statistically significant estimates. 

We do find evidence that despite the bias, the message that the broad literature on corruption 

and growth conveys is genuine. If anything, there seems to be greater prejudice among peer-

reviewed published studies against reporting negative results than among unpublished papers 

and reports. 

While our results are fairly instructive, a more rigorous view on the quality of the 

message conveyed by the existing literature on corruption and growth is needed. In keeping 

with the MRA literature, we attribute the potential differences in these results to either 

differences in the research process (e.g. differences in specification, measurement and 

methodology) or differences in real-world factors (e.g. regional and time differences) 
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(Babetskii and Campos, 2010). The variables we construct to capture these differences are 

described in Appendix II, while their basic statistics are reported in Appendix III.  

In order to describe the differences in econometric methodology we construct dummy 

variables, taking the value of 1 if the coefficients originate from a cross-sectional model (0 if 

from panel), if fixed effects are used (0 otherwise), if there is an attempt to correct for 

endogeneity (0 otherwise), if the focus of the paper is exclusively on one region (0 otherwise) 

and if the paper has been published in an academic journal (0 otherwise).
4
 Given that the 

approach and potential ideological bias may differ across researchers belonging to academic 

and non-academic environments, we also include a dummy variable that takes the value of 

zero if there is at least one author’s affiliation is not academia. 

We find that academic authors wrote 25 of the papers in our sample providing 378 

estimates, thus representing 82% of the total.  The regressions for only one region represent 

just 36 observations and 7.74% of the total. Slightly more than half of the estimates in our 

data set were obtained using cross sectional (54%) while the remaining use panel data. In 151 

regressions, accounting for 32.47% of the total, there is an explicit attempt to correct for 

endogeneity through the use of IV, 2SLS, 3SLS or GMM techniques. Moreover, fixed effects 

were used in 160 regressions, that is, in 34.41% of the total. About half of the estimates are 

reported in journal articles and the other half in working papers, 43% of these being working 

papers of policy oriented institutions such as World Bank and the IMF.  

Measurement is an important issue, especially in light of the growing literature that 

questions the validity of global corruption indicators based on the perceptions of so-called 

experts (Razafindrakoto and Roubaud, 2010). In order to assess whether the impact of 

corruption on growth is significantly driven by the choice among measures of corruption, we 

                                                 
4
 One of the problems, encountered in the MRA literature is that many of the observations used in a 

regression analysis are not statistically independent. In meta-analysis, empirical estimates are 

considered statistically independent if they are reported by different authors, or if the same author 

reporting them uses different samples. Doucouliagos (2005) recommends the use of bootstrap to 

address the statistical dependence problem (reported below).  
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construct dummy variables that take into account the differences in corruption indexes used in 

each study/model. The most widely used measure is from Transparency International (the 

Corruption Perception Index, CPI)
5
 which has been used in about 36 percent of the cases (or 

for 165 estimates). The index is available since 1995 and covers approximately 150 countries. 

The CPI Score is an “expert perception” measure, reflecting the degree of corruption 

perceived by business people and country analysts. It ranges from 10 (“highly clean”) to 0 

(“highly corrupt”). The second most popular measure of corruption is from the International 

Country Risk Guide (ICRG) of the Political Risk Group, which is used in about 28% of the 

regressions in our sample (130 cases). This index gives lower values for higher levels of 

corruption. It has monthly frequency and is available since 1984. The CTC (Control for 

Corruption) index of the World Bank is used in 43 cases (9.68% of the total) and ranges from 

-2.5 (high corruption) to 2.5 (low corruption).
6
 The COMB variable captures the use of a 

mixture of different measures constructed by different organizations (WB, ICRG, and TI).
7
 It 

was used in 16 cases representing 3.44% of total. The CPC variable captures whether or not 

corruption is measured by a composite indicator, constructed by principal component 

analysis. The remaining measurement variable OTHER
 
proxies measures not covered by the 

above categories. It was used in 94 cases accounting for 20% of our sample.
8
  

In so far as econometric specification issues are concerned, our choice is driven by the 

importance of controlling for a robust set of growth determinants so that the corruption effects 

                                                 
5
  One difficult issue is that the Transparency International index has been improved over time. In 

other words, there have been various changes in the underlying methodology and although these 

changes are vastly and carefully documented, they do generate difficulties in terms of comparing 

studies that use different “vintages” or “cohorts” of the CPI. We have explored this matter through 

interactions with a time trend and it does not qualitatively affect our main results. For more details see 

http://www.transparency.org/policy_research/surveys_indices/cpi 

 
6
 See Kaufmann, Kraay, and Mastruzzi (2006).  

 
7
 This measure is used, for instance by Rock and Bonnett (2004).  

 
8
 For example, Ehrlich and Lui (1999) and Mauro (1995) use measures from Business International 

(BI), now incorporated into The Economist Intelligence Unit.   
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are not unduly affected by omitted variable problems. This also allows us to investigate the 

relative importance of various potential channels. To this end, dummy variables were 

constructed taking the value of 1 if trade or trade openness is present in the model (0 

otherwise), if institutional variables are included in the model (0 otherwise) and similarly for 

human capital, investment, political institutions (or democracy) and government expenditures 

or consumption. Trade or openness variables are included in 32 percent of the cases (i.e., in 

149 regressions) while different institutional quality variables are used in 43 estimations 

accounting for only 9.25% of the total. Human capital or population variables are used in 337 

estimations of the corruption effect, which represents 72.63% of our sample. Investment is 

included in 155 estimations (33.3%) while political institutions (or democracy) are included 

84 times, that is, in 18% of our sample. Government spending or consumption is included 185 

times (40% of our sample). Finally, we also create a dummy variable for whether initial 

conditions are included in the model specification and find that they are in 361 regressions 

representing 77.63% of the sample. 

In order to capture the geographical focus of these corruption effects on growth, a 

series of dummy variables are constructed that take the value of 1 if the coefficient comes 

from a regression which contains transition countries (0 otherwise), and similarly for Latin 

America (LAC), Middle East (MENA), Asia (ASIA) and Sub-Saharan Africa (AFR). Note 

that these variables are to capture sample composition, and not whether a study is based on a 

single region. Transition countries were included in 401 regressions accounting for 86% of 

the total. Latin American countries were included 430 times representing 92.5% of the total. 

Middle East and North African countries were included in 401 regressions representing 86% 

of the total. Asian countries were included 431 times (92.7%) and African countries were 

included in 424 estimations (91% of the total). The variable OTHERS is used for estimations 

containing other country groupings (or different ways of splitting samples) such as OECD 
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countries (which is used 403 times or in 86.7% of the cases).  Finally, a mid- point of the time 

period covered by each study is calculated to try to capture time effects.
9
  

We observe that the simple pair-wise correlation between corruption and growth, 

reported in the literature, is negative both in itself and across different types of methodologies, 

specifications, measurement choices, regions and time periods included in the underlying 

econometric studies. There is also a positive correlation between the length of the time 

window of the study and the growth-corruption relationship. 

How would a typical piece of empirical research on the effect of corruption on 

economic growth look like using our data set? Firstly, the typical study is likely to be written 

by authors in academia. The time window it covers is somewhat short, with an average of 

nine and a half years. The typical paper does not control for endogeneity nor include country 

dummy variables or fixed effects.  There is an almost equal chance to use panel or cross-

sectional data. Yet the typical paper would favour Transparency International as its main 

corruption measure. It is also likely to use a large multi-region sample and have human capital 

among its explanatory variables. Variables controlling for institutional quality are among 

those least likely to be found in a typical study, which is a serious omission in light of the 

attention this factor receives in attempts to assess the grease versus sand debate in the 

corruption and growth literature (Méon and Weill, 2010).  

 

4. What explains the variation in the estimated effect of corruption on growth?  

Many believe that the empirical literature on the effects of corruption on growth is 

inconclusive. Indeed Figure 1 seems to support such views: there is an awful lot of variation 

within the set of empirical estimates the literature has made available. Yet standard meta-

                                                 
9
 We have also tried to deal with the difficult issue of paper quality. We collected data on the number 

of Google Scholar citations (excluding self-citations). It ranges from zero to 3816 (for Mauro, 1995). 

We used it in our empirical analysis below as the yearly average number of citations and did not find it 

to be a robust factor (that is, it seems that the rest of our set of explanatory variables does a good job at 

capturing the key elements of paper quality). These results are available upon request. 
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analysis tests discussed above show that although the underlying relationship seems to be 

genuine, the available empirical evidence seems biased towards reporting negative effects of 

corruption on growth. This makes it even more pressing to try to pinpoint the factors that are 

most important in explaining the variation in the underlying corruption-growth effects. In 

order to do so, we estimate the following baseline equation: 

       iii XY   10       [3] 

where Yi is the partial correlation between corruption and economic growth and Xi is a vector 

of explanatory variables, which were described in section 3 above.
10

  

 In keeping with the MRA literature, we estimate both a fixed effects and a random 

effects version of equation [3]. The fixed effects model assumes that the heterogeneity in 

results is due to systematic differences across studies and to sampling error, while the random 

effects model assumes, in addition, that there are unobserved factors which cannot be 

captured by the set of explanatory variables.
11

 We also estimate a Weighted Least Square 

model (WLS), attaching greater weights to observations with higher precision.
12

 Finally, as 

indicated earlier, we use standard error bootstrapping to account for the interdependence 

between observations in each study (Dougouliagous, 2005). The main results from our 

empirical analysis are reported in Table 3 (and Table 4 provides further confirmation of these 

main results). Column (1) shows the fixed effects estimates, column (2) has the OLS 

Bootstrap estimates, the WLS estimates are reported in column (3) and the random effects 

(RE) estimates are in column (4). Results using the general to specific method on the WLS 

and RE estimators are reported in columns (5) and (6). 

                                                 
10

 For the advantages of using partial correlation as dependent variable in meta-regression analysis, see 

Rosenthal (1991) and Meyer and Sinani (2005).  

 
11

 The tests developed in Higgins and Thompson (2002) point to the appropriateness of the random- 

over the fixed-effects model in this case. For sensitivity purposes, we report both models. 

 
12

 See Longhi et al. (2005). 
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Table 3 identifies that the main factors that help explain the observable variation in the 

corruption-growth effects are the following (in parentheses are the respective coefficients 

taken from Table 3, column 6): the affiliation of the authors (.14), control for endogeneity 

(0.07), the use of fixed-effects (-.21), the source/type of corruption measure, the presence of 

MENA countries in the sample (-.25), the inclusion of trade variables in the model (.16) and 

controlling for institutions in the econometric specification (.23). Let us now interpret these 

findings. 

 The positive and significant coefficient of the authors’ affiliation variable across the 

different specifications indicates that non-academic authors tend to find the impact of 

corruption on growth to be more harmful than that found by academic authors, all else the 

same. This is an important result and is consistent with our finding that unpublished papers, 

about half of which are policy papers, tend to be more averse to report non-negative 

corruption-growth estimates. Also notice that although the coefficient on publication type 

carries the expected sign (the reported effects of corruption on growth are systematically 

smaller, or more negative, than those reported in peer-reviewed publications), differently from 

authors’ affiliation, these are not robust across the different estimators   

We also find that econometric models that try to control for the endogeneity of 

corruption with respect to economic growth tend to report more positive results than studies 

that do not take endogeneity into account. This suggests that the negative bias in this literature 

may be indeed driven by confusing correlation and causality. By contrast, studies that control 

for unobserved heterogeneity with the use of fixed-effects tend to report more negative effects 

than studies that do not account for these. Wherever significant, the signs of the measures of 

corruption variables are negative, which may be explained by expert perceptions being unduly 

driven by ideological biases (Razafindrakoto and Roubaud, 2010), translating into a larger 

negative reported correlation between corruption and growth.  
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 Possibly one of the most interesting effects meta-analysis allows one to explore is that 

of the “channel” variables, in this case trade or trade openness, institutional quality, human 

capital, investment, political/democracy effects and government consumption. The inclusion 

of these variables produces coefficients of corruption that measure its direct effect on growth. 

On the other hand, the exclusion of these variables results in the corruption variable 

measuring its total effect on growth. In other words, if the channel variable has a negative 

(positive) sign, the direct effect of corruption on growth would be smaller (larger) than the 

total effect (Doucouliagos and Paldam, 2006; Doucouliagos and Ulubasoglu, 2008.) The 

coefficients of the trade openness and institutions variables are consistently positive and 

significant indicating that if trade openness and institutions are positively related to growth, 

corruption affects these two channels negatively, thus undermining their positive growth 

effect.
13

 This latter finding provides some support for the latest versions of the grease the 

wheels hypothesis, whereby corruption may have a positive impact on growth predominantly 

in the context of malfunctioning institutions (Méon and Weill, 2010).  

 Finally, we examine the impact of the regional variables in our MRA analysis of the 

effects of corruption on growth effects. The most consistent result across specifications is that 

of a negative and significant impact of the MENA region on the relationship between 

corruption and growth and, to a somewhat lesser extent, that of a positive and significant 

impact of the ASIA region. This implies that corruption has a more negative impact on 

growth in MENA and a more positive impact on growth in ASIA. The latter result is 

consistent with the Asia paradox in the corruption-growth literature.  

 For sensitivity purposes, we re-estimate all four MRA models for each group of 

variables separately (Table 4). The results are mostly consistent with those in Table 3, except 

                                                 
13

 Note that the opposite is true for the democracy variable. However, this variable is negative and 

significant in only two specifications. Our results for all other channels are even less conclusive. 
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that the presence of a government expenditures variable is now significant and that the 

coefficients on controlling for endogeneity and the Asian variable are no longer significant.    

 

5. Concluding remarks 

This paper tried to provide a rigorous assessment of the relationship between corruption and 

economic growth, using a data set comprising 460 estimates of this effect from 41 different 

econometric studies. We use this unique data set to carry out an econometric survey and try to 

throw light on the role of differences in estimation methods, econometric specification, 

measurement issues, and factors like regional focus and time periods, on the distribution of 

overall effect of corruption on economic growth.   

 Maybe unsurprisingly to some, we detect a bias in the literature towards reporting 

negative and significant effects of corruption on growth. However, we also find evidence of a 

genuine effect of corruption on growth, which seems to be stronger in academic than in non-

academic studies. Further, the large degree of heterogeneity in the available corruption-

growth results seems to be driven by whether the authors are affiliated to academic 

institutions and whether the underlying econometric model controls for potential endogeneity 

and uses fixed-effects. There seems to be support to the “sanding the wheels of growth” view 

of corruption, in that we do find evidence that corruption undermines the positive effect of 

institutions and trade openness on growth. Finally, we do find some evidence in favour of the 

Asian paradox (although it does not survive further sensitivity tests) and that countries in the 

Middle East and North Africa region are likely to experience more negative impacts of 

corruption on growth than countries elsewhere.  

 Our results have important implications for future research. Firstly, we can not find 

enough convincing evidence supporting the view that corruption, on its own, is capable of 

greasing the wheels of economic growth and development. While the “true” relationship 
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between corruption and growth may be less negative than that prevailing in the literature, 

non-academic authors seem systematically more likely to report a negative effect than 

academic authors. This effect seems to go beyond whether or not the study is published in a 

peer-reviewed journal and, unfortunately, generates a powerful bias in this body of empirical 

evidence. We also conclude that the application of more rigorous econometric methodologies 

may be needed to sort out the debate in this literature. In particular, we would much welcome 

studies that combine controls for endogeneity and fixed-effects with specifications 

encompassing various institutional and structural reforms dimensions. If these become the 

norm in the future, we think that this will contribute substantially to improve our 

understanding of the broad economic implications of corruption. 
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Figure 1. 

Histogram of the t-values of the coefficients of corruption on growth (n=465) 
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Figure 2. 

Funnel plot: Estimated effect of corruption on economic growth (n=460) 
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Table 1. Tests for Genuine Effect and Reporting Bias 

(MST and FAT-PET tests) 

  [1] [2] [3] [4] 

 Ln|t| Ln|t|^ t t^ 

Log d.f. 0.144 0.144   

  (2.54)* (2.68)**   

1/Se   0.0000463 0.0000463 

   (1.41) (0.11) 

Constant -0.042 -0.042 -1.403 -1.403 

  (-1.17) (-0.18) (-11.63)*** (-7.70)*** 

Observations 460 460 460 460 

R-squared 0.01 0.0145 0.21 0.1912 

Absolute value of t statistics in parentheses  

* significant at 5%; ** significant at 1%  

^ bootstrap to derive robust standard errors with 1000 replications 

 

 

 

 

 

 

Table 2. Tests for Genuine Effect and Reporting Bias in  

Published and Unpublished Papers (MST and FAT-PET tests) 

  Published Published, 

Bootstrap 

Unpublished Unpublished, 

Bootstrap 

 [1] [2] [3] [4] 

  t t^ t t^ 

1/Se 0.000794 0.000720 0.0000172 0.0000219 

 (4.39)*** (4.48)*** (0.57) (0.73) 

Constant -1.720 -1.448 -1.339 -1.523 

  (-8.99)*** (-8.04)*** (-8.82)*** (-9.47)*** 

Observations 228 203 232 207 

R-squared 0.078 0.091 0.001 0.003 

Absolute value of t statistics in parentheses  

* significant at 5%; ** significant at 1%  

^ bootstrap to derive robust standard errors with 1000 replications 
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Table 3. Meta-regression analysis of the effect of corruption on economic growth 

 (1) (2) (3) (4) (5) (6) 

VARIABLES OLS Bootstrap SEs WLS MR-RE WLS GSpecific MR-RE GSpecific 

pubtype  0.0229 0.0229 -0.0845** -0.0215 -0.0797*  

 (0.0511) (0.0509) (0.0429) (0.0404) (0.0411)  

Authors 0.133** 0.133*** 0.161*** 0.134*** 0.160*** 0.145*** 

 (0.0593) (0.0405) (0.0466) (0.0453) (0.0462) (0.0390) 

Countryregion -0.104 -0.104 -0.0820 -0.0118   

 (0.156) (0.137) (0.1000) (0.126)   

Panel -0.0513 -0.0513 -0.0369 -0.0468 -0.0353 -0.0355 

 (0.0477) (0.0364) (0.0341) (0.0364) (0.0342) (0.0298) 

endo 0.0612 0.0612** 0.0708** 0.0685** 0.0732** 0.0703** 

 (0.0419) (0.0305) (0.0313) (0.0318) (0.0308) (0.0290) 

fixed -0.101** -0.101 -0.308*** -0.205*** -0.309*** -0.210*** 

 (0.0491) (0.0720) (0.0464) (0.0423) (0.0461) (0.0346) 

mid -0.00247 -0.00247 0.00545** 0.00274 0.00571** 0.00274 

 (0.00305) (0.00352) (0.00268) (0.00251) (0.00269) (0.00244) 

       

wb -0.0674 -0.0674 -0.0514 -0.0456   

 (0.253) (0.195) (0.189) (0.196)   

icrg -0.229 -0.229 -0.242 -0.250 -0.202** -0.106*** 

 (0.242) (0.184) (0.171) (0.188) (0.0857) (0.0356) 

ticpi -0.292 -0.292 -0.283 -0.266 -0.236*** -0.124*** 

 (0.242) (0.189) (0.173) (0.188) (0.0872) (0.0348) 

comb -0.333 -0.333* -0.290* -0.327 -0.253** -0.198** 

 (0.257) (0.188) (0.175) (0.200) (0.110) (0.0838) 

other -0.172 -0.172 -0.236 -0.158 -0.197**  

 (0.242) (0.186) (0.174) (0.188) (0.0967)  

ctc -0.0178 -0.0178 -0.132 -0.134 -0.158  

 (0.282) (0.230) (0.195) (0.222) (0.105)  

cpc -0.184 -0.184 -0.219* -0.195** -0.209* -0.206** 

 (0.123) (0.114) (0.132) (0.0935) (0.124) (0.0855) 

initcond -0.0443 -0.0443 -0.138*** -0.0926* -0.137*** -0.0869* 

 (0.0650) (0.0589) (0.0501) (0.0504) (0.0492) (0.0454) 
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transit 0.0542 0.0542 -0.102 -0.00532 -0.113*  

 (0.0814) (0.0746) (0.0653) (0.0627) (0.0626)  

lac 0.175 0.175 0.111 0.0668   

 (0.370) (0.224) (0.198) (0.330)   

mena -0.285** -0.285* -0.341** -0.273*** -0.342** -0.254** 

 (0.131) (0.163) (0.161) (0.103) (0.157) (0.0997) 

asia 0.286 0.286** 0.391*** 0.328 0.498*** 0.363*** 

 (0.353) (0.124) (0.129) (0.315) (0.170) (0.103) 

afr 0.0840 0.0840 0.232** 0.172* 0.229** 0.164* 

 (0.120) (0.114) (0.104) (0.0939) (0.104) (0.0879) 

others -0.168** -0.168 -0.181* -0.157*** -0.181* -0.153*** 

 (0.0694) (0.103) (0.100) (0.0605) (0.0945) (0.0578) 

       

trade 0.129** 0.129*** 0.198*** 0.158*** 0.198*** 0.161*** 

 (0.0526) (0.0434) (0.0353) (0.0398) (0.0349) (0.0371) 

instit 0.219*** 0.219*** 0.223*** 0.220*** 0.237*** 0.235*** 

 (0.0816) (0.0563) (0.0538) (0.0620) (0.0497) (0.0550) 

human -0.0475 -0.0475 -0.0546 -0.0496 -0.0482 -0.0521 

 (0.0529) (0.0334) (0.0346) (0.0407) (0.0333) (0.0392) 

invest 0.0326 0.0326 0.0238 0.00530  0.00424 

 (0.0454) (0.0537) (0.0430) (0.0363)  (0.0331) 

political -0.0855 -0.0855 -0.0983* -0.0742 -0.0907 -0.0905** 

 (0.0594) (0.0662) (0.0581) (0.0462) (0.0572) (0.0416) 

gov -0.0706 -0.0706 -0.0361 -0.0412 -0.0399 -0.0406 

 (0.0493) (0.0549) (0.0431) (0.0387) (0.0405) (0.0363) 

Constant -0.0837 -0.0837 -0.0236 -0.0696 -0.0545 -0.226*** 

 (0.271) (0.207) (0.207) (0.210) (0.142) (0.0839) 

Observations 460 460 438 460 438 460 

R-squared 0.185 0.185 0.448  0.447  
Notes: Dependent variable is partial correlation coefficient between corruption and growth. The bootstrap is to derive robust standard errors, with 1000 replications. WLS is weighted least squares with 

weights given by the inverse of the standard error. MR-RE is for random effects. Gspecific refers to results obtained using the general to specific method. Standard errors in parentheses with *** p<0.01, 

** p<0.05, * p<0.1. All estimations carried out through the metareg routine in STATA. 
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Table 4. Meta-regression analysis the effect of corruption on economic growth: Sensitivity analysis 

 

 (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) 

VARIABLES OLS Bootstrap 

SEs 
WLS MR-RE OLS bootstrap WLS MR-RE OLS bootstrap WLS MR-RE 

             
pubtype  0.00192 0.00192 -0.0821** -0.0247         

 (0.0405) (0.0361) (0.0387) (0.0324)         
authors 0.208*** 0.208*** 0.196*** 0.197***         

 (0.0470) (0.0321) (0.0359) (0.0369)         
countryregion 0.0496 0.0496 0.0441 0.0540         

 (0.0751) (0.0542) (0.0567) (0.0591)         
panel 0.0262 0.0262 0.0626* 0.0430         

 (0.0360) (0.0315) (0.0332) (0.0286)         
endo -0.000778 -0.000778 0.0382 0.0171         

 (0.0388) (0.0298) (0.0311) (0.0306)         
fixed -0.150*** -0.150*** -0.318*** -0.206***         

 (0.0381) (0.0468) (0.0496) (0.0318)         
mid -0.00147 -0.00147 0.00564* 0.00107         

 (0.00279) (0.00271) (0.00317) (0.00221)         
wb     0.00755 0.00755 0.0362 0.0167     

     (0.259) (0.196) (0.185) (0.210)     
icrg     -0.260 -0.260 -0.319** -0.310     

     (0.243) (0.180) (0.161) (0.198)     
ticpi     -0.313 -0.313* -0.379** -0.330*     

     (0.243) (0.175) (0.161) (0.197)     
comb     -0.554** -0.554*** -0.595*** -0.568***     

     (0.256) (0.175) (0.161) (0.208)     
other     -0.225 -0.225 -0.471*** -0.249     

     (0.244) (0.179) (0.180) (0.198)     
ctc     -0.0640 -0.0640 -0.109 -0.0946     

     (0.247) (0.178) (0.163) (0.200)     
cpc     -0.0347 -0.0347 0.0893 -0.00380     

     (0.0943) (0.0977) (0.143) (0.0742)     
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initcond          -0.0520 -0.0520 -0.0474 -0.0342 

         (0.0502) (0.0393) (0.0379) (0.0404) 

transit         0.0367 0.0367 0.0444 0.0277 

         (0.0615) (0.0482) (0.0538) (0.0483) 

lac         0.299 0.299 0.395* 0.261 

         (0.366) (0.200) (0.210) (0.337) 

mena         -0.261** -0.261* -0.358** -0.252** 

         (0.129) (0.151) (0.155) (0.106) 

asia         0.175 0.175 0.167 0.182 

         (0.357) (0.109) (0.105) (0.327) 

afr         0.0256 0.0256 0.0880 0.0451 

         (0.117) (0.104) (0.0971) (0.0935) 

others         -0.179*** -0.179* -0.233** -0.175*** 

         (0.0663) (0.104) (0.100) (0.0618) 

             

trade         0.156*** 0.156*** 0.265*** 0.179*** 

         (0.0445) (0.0366) (0.0423) (0.0354) 

instit         0.177*** 0.177*** 0.232*** 0.172*** 

         (0.0609) (0.0619) (0.0660) (0.0494) 

human         -0.0684 -0.0684* -0.153*** -0.0981** 

         (0.0482) (0.0354) (0.0377) (0.0389) 

invest         -0.00659 -0.00659 0.00578 -0.0233 

         (0.0416) (0.0488) (0.0411) (0.0343) 

political         0.0187 0.0187 -0.0780 0.00857 

         (0.0513) (0.0570) (0.0581) (0.0414) 

gov         -0.155*** -0.155*** -0.184*** -0.154*** 

         (0.0411) (0.0397) (0.0357) (0.0333) 

Constant -0.265*** -0.265*** -0.307*** -0.284*** 0.114 0.114 0.139 0.123 -0.172 -0.172* -0.189* -0.172* 

 (0.0593) (0.0381) (0.0431) (0.0461) (0.241) (0.173) (0.160) (0.196) (0.112) (0.0997) (0.101) (0.0904) 

Observations 460 460 438 460 460 460 438 460 460 460 438 460 
R-squared 0.071 0.071 0.264  0.082 0.082 0.144  0.116 0.116 0.302  
Notes: Dependent variable is partial correlation coefficient between corruption and growth. The bootstrap is to derive robust standard errors, with 1000 replications. WLS is weighted least squares with 

weights given by the inverse of the standard error. MR-RE is for random effects. Standard errors in parentheses with *** p<0.01, ** p<0.05, * p<0.1. All estimations carried out through the metareg 

routine in STATA. 
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Appendix II Variable definitions 

 

 

 

 

 

 

 

VARIABLE NAME DEFINITION 

    

authors Dummy, if all authors from academia=1. 

panel Dummy, if the model use cross sectional data=1. 

endo Dummy, if the model control for endogeneity=1. 

fixed Dummy, if the model accounts for fixed effects or country dummy=1.  

pubtype  Dummy, if the study is published in refereed journal=1. 

wb Dummy, if model uses World Bank corruption measure =1. 

icrg Dummy, if model uses International Country Risk Guide measure of corruption 

=1.  

ticpi Dummy, if model uses Transparency International measure=1. 

comb Dummy, if model uses combined corruption measure (WB, ICRG, TI) =1. 

other Dummy, if model uses other corruption measures=1. 

ctc. Dummy, if model uses Control to Corruption measure=1. 

cpc Dummy, if model uses corruption measure constructed by principal 

components==1 

trade Dummy, if model contains trade or openness variable=1.  

instit Dummy, if  model contains institutional variable=1. 

human Dummy, if model contains human capital or population variable=1. 

invest Dummy, if model contains investment variable=1. 

political Dummy, if model contains political or democracy variable=1. 

gov Dummy, if model contains government expenditures variable=1. 

transit Dummy, if the study contains transition countries=1. 

lac Dummy, if the study contains Latin American countries=1. 

mena Dummy, if the study contains Middle East and North Africa countries=1. 

asia Dummy, if the study contains Asian countries=1. 

afr Dummy, if the study contains African countries=1. 

others Dummy, if the study contains other countries not specified above=1. 

initcond  Dummy, if initial conditions included in the regression=1. 
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Appendix III Descriptive statistics 

  

 Obs. Mean St. dev. Min. Max. Freq. Percent 

df 460 101.37 173.06 0 1498 - - 

authors 460 0.82 0.38 0 1 378 82.00 

countryregion 460 0.07 0.26 0 1 36 7.74 

panel 460 0.53 0.50 0 1 249 53.55 

endo 460 0.33 0.47 0 1 151 32.47 

fixed 460 0.35 0.48 0 1 160 34.41 

mid 460 9.54 6.21 0 20 - - 

pubtype 460 0.50 0.50 0 1 228 49.03 

wb 460 0.03 0.17 0 1 13 2.8 

icrg 460 0.28 0.45 0 1 130 27.96 

ticpi 460 0.36 0.48 0 1 165 35.48 

comb 460 0.03 0.18 0 1 16 3.44 

other 460 0.20 0.40 0 1 94 20.22 

ctc. 460 0.09 0.29 0 1 45 9.68 

cpc 460 0.03 0.17 0 1 14 3.01 

trade 460 0.32 0.47 0 1 149 32.04 

instit 460 0.09 0.29 0 1 43 9.25 

human 460 0.73 0.45 0 1 337 72.63 

invest 460 0.33 0.47 0 1 155 33.33 

political 460 0.18 0.39 0 1 84 18.06 

gov 460 0.40 0.49 0 1 185 39.78 

transit 460 0.86 0.34 0 1 401 86.24 

lac 460 0.93 0.26 0 1 430 92.47 

mena 460 0.86 0.34 0 1 401 86.24 

asia 460 0.93 0.26 0 1 431 92.69 

afr 460 0.91 0.28 0 1 424 91.18 

others 460 0.87 0.34 0 1 403 86.67 

initcond 460 0.78 0.41 0 1 361 77.63 




