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# ABSTRACT <br> Maybe Next Month? Temperature Shocks, Climate Change, and Dynamic Adjustments in Birth Rates* 


#### Abstract

Dynamic adjustments could be a useful strategy for mitigating the costs of acute environmental shocks when timing is not a strictly binding constraint. To investigate whether such adjustments could apply to fertility, we estimate the effects of temperature shocks on birth rates in the United States between 1931 and 2010. Our innovative approach allows for presumably random variation in the distribution of daily temperatures to affect birth rates up to 24 months into the future. We find that additional days above $80^{\circ} \mathrm{F}$ cause a large decline in birth rates approximately 8 to 10 months later. The initial decline is followed by a partial rebound in births over the next few months implying that populations can mitigate the fertility cost of temperature shocks by shifting conception month. This dynamic adjustment helps explain the observed decline in birth rates during the spring and subsequent increase during the summer. The lack of a full rebound suggests that increased temperatures due to climate change may reduce population growth rates in the coming century. As an added cost, climate change will shift even more births to the summer months when third trimester exposure to dangerously high temperatures increases. Based on our analysis of historical changes in the temperature-fertility relationship, we conclude air conditioning could be used to substantially offset the fertility costs of climate change.
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[^0]
## I. Introduction

All that we can do, is to keep steadily in mind that each organic being is striving to increase at a geometrical ratio; that each at some period of its life, during some season of the year, during each generation or at intervals, has to struggle for life, and to suffer great destruction.

- Charles Darwin, On The Origin of Species (1859)

Some 150 years ago, Charles Darwin posited that environmental changes could impose great costs on fertility. Although there is little consensus how relevant Darwin's hypothesis is for humans in recent years, the strong seasonality in births across countries, including the United States, suggests environmental changes may still play a role. To help disentangle the causal effect of environmental changes from other factors (e.g., holidays), past research has investigated how plausibly random climatic shocks affect fertility (Siever, 1989; Lam and Miron, 1996). While these studies have shown how such shocks can have an immediate effect on conception chances, the extent to which populations can adjust by shifting conceptions to later periods has not been thoroughly investigated. Quantifying the magnitude of this dynamic adjustment is crucial for assessing impacts on total completed fertility, an outcome of policy concern in many developed countries with "below replacement" fertility rates. ${ }^{1}$ Documenting the precise timing of the adjustment also matters for policy since even short-term shifts across months may affect the availability of key resources during formative in utero or postnatal periods and, in turn, impact long-term human capital accumulation. ${ }^{2}$

Our research offers unique insights into this dynamic adjustment by exploring the effects of temperature shocks on monthly birth rates in the United States over an 80-year period (19312010). In addition to relevance for present-day fiscal and public-health policy, quantifying the temperature-fertility relationship is a pressing concern given the large projected increase in global temperatures in the coming century. The broader contribution of our research is to investigate the scope for populations to make dynamic adjustments to mitigate the cost of environmental shocks. Research into this area is limited and generally focuses on extraordinary

[^1]historical events and natural disasters, ${ }^{3}$ or short-term adjustments in time use across a small number of days. ${ }^{4}$ Relative to existing historical and natural-disaster studies, we focus on less drastic but higher-frequency environmental shocks where the potential for general equilibrium effects, like wage changes, is diminished. Compared to the time-use studies, we test for dynamic adjustments over a longer-time horizon since day-to-day adjustments are complicated by the fact that conception can only occur within a handful of days each reproductive cycle. ${ }^{5}$ The ability of populations to mitigate the costs of an environmental shock in the face of such binding daily constraints is an open empirical question.

While the focus of this study is on the United States, temperature may have a global influence on fertility. Figure 1 plots the log of total births by calendar month for the United States, Germany, and Australia for the years 2000 through 2010 (United Nations Statistics Division, 2014). ${ }^{6}$ Despite Australia having opposite seasons, all three countries exhibit a peak in births somewhere between July and September. However, Australia also experiences a secondary peak in March, during their summer. This seasonal evidence is suggestive of a link between temperature and fertility, though omitted factors, like sunlight and nutrition, complicate causal inference. ${ }^{7}$ As we discuss in Section II, only two existing studies (Siever, 1989; Lam and Miron, 1996) document the effects of unusual temperatures on birth rates, thereby controlling for such seasonal confounders. However, the existing studies' models impose strong assumptions on the form of the temperature-fertility relationship and fail to fully account for dynamic adjustments in birth month. As such, the effects of temperature on fertility are still largely unresolved.

We estimate the effects of unusual temperature shocks on birth rates in the United States using state-by-month data spanning 1931 through 2010. To our knowledge, these are the most expansive data ever compiled on temperature and fertility outcomes. Our empirical model has two major innovations over the existing studies (Siever, 1989; Lam and Miron, 1996). First and foremost, we comprehensively test for shifts in conception month, fetal losses, and shortened gestational lengths. To accomplish this, our core empirical model allows temperature

[^2]to affect birth rates up to 24 months from the time of the shock. Second, we model the temperature-fertility response function with more flexibility to account for non-linear effects or "tipping points". The core variables capture the frequency of daily temperatures that fall in a given 10-degree Fahrenheit ( ${ }^{\circ} \mathrm{F}$ ) bin with days above $80^{\circ} \mathrm{F}$ as the upper category. This modeling choice is especially important for assessing the potential costs of climate change, which is projected to cause a significant shift in the distribution of daily temperatures.

The evidence indicates hot temperatures lead to a large and statistically significant decline in birth rates 8 to 10 months later. For example, a single additional "hot day" above 80 ${ }^{\circ} \mathrm{F}$, relative to one day between 60 and $70^{\circ} \mathrm{F}$, causes a $0.4 \%$ decrease in birth rates 9 months later (or a reduction of about 1,165 births across the whole United States). After the initial decline, birth rates partially rebound over the next few months; the increase in births in months 11,12 , and 13 offsets about $32 \%$ of the decline in births in months 8,9 , and 10 . We also see a small rebound 19-21 months later, suggestive that some of the affected population is constrained to conceiving in certain calendar months. Contrary to hot days, we find that cold days have little impact on birth rates. As an illustration of long-term adaptation, we document a significant dampening in the temperature-fertility response function beginning in the 1970s and show that residential access to air conditioning explains about one third of this dampening. Also, states that are more accustomed to higher temperatures are less vulnerable to random fluctuations in hot days.

The estimates show that the dynamic link between temperature and birth rates is a key and understudied determinant of fertility outcomes in the United States. Short-term changes in birth rates will overstate the effect of environmental shocks on long-term birth rates since some of the affected population adjusts by shifting conception month. However, this shift has an added health cost: more births occur the following summer when infant health outcomes are worse. Though the reasons for worse health in the summer are not well established, one channel through which month of birth causally effects infant health might be third trimester exposure to high temperatures (Deschenes et al., 2009). Also, our estimates reveal that temperature could be the single-most important determinant of birth seasonality in the United States. Our dynamic model explains nearly half of the variance in birth seasonality in the United States. Conversely, a model that does not account for the dynamic adjustment can only explain one quarter of the variance.

Finally, our study offers three lessons relevant to climate change policy. First, given we do not observe a full rebound in births in the medium term, we project that climate change could
exacerbate the already below-replacement birth rates in the United States and other developed countries. Second, we project that climate change could impose a cost on infant health by increasing the proportion of summer births and increasing risk of exposure to even higher temperatures during the third trimester. Third, our analysis of the historical changes in the temperature-fertility relationship indicates that increased access to air conditioning could be used to mitigate these fertility costs. Recent policy discussions around climate change have neglected to mention the potential impacts on fertility. ${ }^{8}$ Furthermore, climate change models generally assume population growth as exogenous. Our work suggests that policy makers and scientists should reconsider fertility as an important and underexplored cost of climate change.

## II. Conceptual framework of the dynamic temperature-fertility relationship

For a non-pregnant female, the chance of conceiving in any given (reproductive) cycle, henceforth referred to as "conception probability", is a function of her and her male partner's reproductive health and their coital frequency. On the reproductive health side, prior work suggests that exposure to extreme heat negatively affects semen quality and testosterone levels (Levine, 1991; Dada et al., 2001; Chen et al., 2003; Svartberg et al., 2003), and interferes with menstruation, ovulation, and implantation (Meade and Earickson, 2000; Ellison et al., 2005). Temperature shocks may cause fetal losses and preterm births (Lam et al., 1994; Dadvand et al, 2011; Strand et al., 2011). Although a number of experimental studies have shown that high temperatures affect reproduction in animals, the evidence for humans comes mostly from observations on seasonal relationships and could be biased by other seasonal factors. ${ }^{9}$ Also, the seasonal evidence does not indicate whether temperature shocks have an immediate effect on reproductive health and/or a longer-term impact across cycles.

Temperature shocks could also affect conception probabilities via changes in coital frequency during the handful of "fertile days" leading up to and inclusive of the day of ovulation. ${ }^{10}$ For example, extreme heat could raise physiological cost of coitus on a given fertile

[^3]day, leading to a shift in coital frequency to some subsequent day(s) when the probability of conception conditional on coitus could be diminished. Alternatively, the behavioral response to a temperature shock could lead individuals to shift coitus to some fertile day(s) in a subsequent cycle. As another channel, temperature may affect time use and, in turn, impact mixing rates among potential sexual partners. ${ }^{11}$ Individuals could be responding to perceived changes in reproductive health due to the temperature shock. Also, individuals may time coitus based on expectations about future weather and their preferences to maximize infant health outcomes or minimize pregnancy costs. ${ }^{12}$ Given our research design, our estimates only incorporate this channel to the extent current temperature shocks affect expectations about future shocks. Like prior research on reproductive health, the best evidence to support a causal link between temperature and coital frequency in humans comes from seasonal relationships, which are potentially biased by omitted factors. ${ }^{13}$

Temperature could also influence fertility through more indirect channels, though the effect on conception probabilities may be delayed. For example, temperature shocks could impact the agricultural sector, which could then affect fertility through delayed impacts on food prices, nutrition, or income. ${ }^{14}$ Using United States data between 1969 and 2011, Deryugina and Hsiang (2014) find that one weekday with temperatures above $86^{\circ} \mathrm{F}$ reduces personal income by about \$20 per year, the effect operating mostly through labor and crop productivity. In addition, temperature could impact disease transmission, like influenza (Shaman and Kohn, 2009; Barreca and Shimshack, 2012; Lowen and Steel, 2014), which could alter fertility. Given our research design, we cannot definitively differentiate between changes in reproductive health, coital frequency, or the competing indirect mechanisms with the data at hand.

Importantly, any change in conception probabilities in one cycle can affect the number of conceptions in future cycles via changes in the "susceptible population". That is, the population
the successful conceptions, only two thirds actually ended in live births. Fehring et al. (2006) surveyed 141 women between 3 to 13 cycles each and found that, on average, cycles lasted 29 days and ovulation occurred 16 days after the start of the menses.
${ }^{11}$ Graff Zivin and Neidell (2014) provide indirect evidence to support this mixing-rate mechanism. Using recent data from the American Time Use Survey, they find that individuals substitute away from outdoor work and outdoor leisure at high temperatures.
12 Using the National Survey of Family Growth, Rodgers and Udry (1988) found that individuals report stopping contraception most often in June and July. If women assume they will conceive right away, these stopping times are consistent with expectations of April and May as the best time to give birth.
${ }^{13}$ Albeit in a small sample of women, Udry and Morris (1967) find that coitus dips in August in the United States. For adolescents, sexual debut occurs more often during the summertime, though school vacation complicates attributing this seasonality to temperature (Rodgers, Harris, and Vickers, 1992; Levin, Xu, and Bartkowski, 2003). Levin et al (2003) find a secondary debut in December among romantically linked couples. 14 This mechanism is likely to be more prominent in the earlier time period since agriculture accounts for $21 \%$ of U.S. employment in 1930 but only 4\% in 1970 (Dimitri et al, 2005).
that failed to conceive in one cycle due to a temperature shock could shift conceptions to a subsequent cycle. More formally, let the temperature shock in cycle $t$ cause conceptions in that cycle to fall by $\Delta_{t}$. In the simple case where the temperature shock has no effect on future conception probabilities and all individuals have identical positive conception probabilities, the change in conceptions in the subsequent cycle ( $t+1$ ) would be $\Delta_{t} p_{t+1}$, where $p_{t+1}$ is the conception probability in that cycle. The increase in conceptions would be $p_{t+2}\left(1-p_{t+1}\right) \Delta_{t}$ in cycle $t+2, p_{t+3}\left(1-p_{t+2}\right)\left(1-p_{t+1}\right) \Delta_{t}$ in cycle $t+3$, and so on. Given $\Delta_{t}$ and $p_{t^{\prime}}\left(\right.$ for all $\left.t^{\prime}>t\right)$ are positive, we expect an increase (or "rebound") in conceptions in the cycles subsequent to cycle $t$.

If conception probabilities were constant across cycles, conceptions would increase at a decreasing rate after the initial decline in conceptions. The rebound could be non-monotonic in the case of time-varying conception probabilities due to credit constraints or preferences for conceiving in certain calendar months. With constant conception probabilities, the cumulative rebound would asymptotically approach $\Delta_{t} .{ }^{15}$ Conversely, declining reproductive health with age could lead to a smaller cumulative rebound. If the temperature shock has an impact on future conception probabilities $\left(d p_{t+1} \neq 0\right)$, the change in conceptions at $t+1$ would be $\Delta_{t} p_{t+1}+$ $S_{t+1} d p_{t+1}$, where $S_{t+1}$ is the susceptible population and $d p_{t+1}$ is the change in the conception probability due to the temperature shock. For example, the shock could cause lasting health complications $\left(d p_{t+1}<0\right)$ or an increase in coital frequency $\left(d p_{t+1}>0\right)$. Given the sign and magnitude of $d p_{t+1}$ is uncertain, the net effect on conceptions in cycle $t+1$ is ambiguous.

In our study, we use realized births in a given calendar month to quantify the effects of a temperature shock that likely impacted conceptions several months prior. The exact timing will depend on the critical exposure period, the ex ante gestational length, and the time of exposure within the calendar month. This complexity notwithstanding, Table 1 illustrates four key simplified scenarios through which temperature shocks might impact realized births over a 24month period (more details are provided in the Table 1 Note). ${ }^{16}$ In the simplest case (Scenario A), a temperature shock that has an immediate impact on conception probabilities in a given month, henceforth referred to as "exposure month", will reduce births approximately 9 calendar months later followed by a rebound in births in the subsequent months. If some individuals only engage in coitus during one calendar month, the rebound would manifest as an increase in

[^4]births 21 months after the exposure month (Scenario B). A temperature shock could cause preterm delivery and increase births in the exposure month, while reducing births 1 month later (Scenario C). Fetal losses in the first month of pregnancy could manifest as a fall in births at 8 months and a rebound in births beginning at 10 months from the exposure month (Scenario D).

Despite popular interest in this topic, ${ }^{17}$ only a handful of older studies have explored the temperature-fertility relationship using observational data (Siever 1985, 1989; Lam and Miron 1991b, 1996; Lam, Miron and Riley, 1994). Only Siever (1989) and Lam and Miron (1996) (hereafter LM) rely on variation in atypical temperatures thereby controlling for seasonal confounders. Neither of these existing studies thoroughly investigate the importance of dynamic adjustments, which is the key contribution of our work. ${ }^{18}$ Siever (1989) uses data for the United States between 1950 and 1960 and correlates the effect of atypical monthly temperature on the birth rate 9 months later within each state. LM follow a similar approach to Siever, but use data from the United States between 1942 and 1988. LM's core model allows temperature to affect birth rates 9 to 10 months later. Both Siever and LM's models are estimated separately by state, so statistical precision and ability to flexibly control for time-varying cofounders is limited. And, these studies impose relatively strong functional form assumptions on the temperature-fertility relationship: Siever imposes a linear effect in monthly mean temperature, while LM use a quadratic in monthly mean temperature.

## III. Data

Natality data. Birth counts are available at the state-by-month level from 1931 through 2010. The data come from three sources. We compiled state-by-month birth counts from historical Vital Statistics reports for the year 1931-1967,19 machine-readable Natality Files for the years 1968

[^5]through 2004, ${ }^{20}$ and the CDC's online National Vital Statistics System for the years 2005 through 2010. The monthly birth counts are defined by state of residence except for the 19311941 period, when only state of occurrence is available. ${ }^{21}$ We drop Alaska and Hawaii from the sample since they entered the Vital Statistics sample as states in 1959 and 1960, respectively. We also have state-by-month birth counts by race, although these data are only available starting in 1942. ${ }^{22}$

We define state-by-month birth rates as the number of births in a given state-month divided both by the total estimated population per 100,000 in that state-year and by the number of days in that month. ${ }^{23}$ The results are robust to using the female population between 15 and 44 years of age in the denominator or dropping the population denominator altogether. For the years 1931 through 1968, we estimate state-by-year populations by linearly interpolating between Decennial Censuses (Haines 2004). For the years 1969 through 2010, we use state-by-year population estimates from the National Cancer Institute (2013). Our outcome of interest is the log of the birth rate, though our results are robust to using birth rates in levels. Note that the post-1968 Natality data permit an exploration into information found on the birth certificate, like maternal age or birth weight of the infant. However, we present only a cursory analysis of this birth certificate information at the end of the Appendix in the interest of conciseness.

Weather data. The primary weather data come from the National Climatic Data Center's Global Historical Climatological Network (GHCN). The GHCN have daily station information on minimum temperature, maximum temperature, and precipitation. The GHCN data have geographic coverage across the continental United States over our sample period and include an impressive number of weather stations: there were 2,206 stations in 1930 and 4,969 stations in 2010 that consistently report daily weather conditions. ${ }^{24}$

We construct state-by-month weather measures from the station-day observations as follows. First, we aggregate the station-day data to the county-month level using the square of the inverse distance as weights, where we measure distance from the weather station to the county centroid for stations within 100 miles. Next, we average the county-month measures to

[^6]the state-month level using county-year population estimates as weights. ${ }^{25}$ Importantly, we create the weather measures at the station-day level before aggregating to the state-month level to preserve non-linear effects.

We have humidity data from a separate data source, the Global Summary of the Day files. We control for specific humidity, which is reported in grams of water vapor per kilogram of air ("g/kg"). The humidity variable has poor coverage prior to 1945 , so we only control for humidity as a robustness check. To the extent that humidity and temperature are naturally correlated, our temperature estimates incorporate some of the effects of humidity. ${ }^{26}$

Summary statistics. Table 2 summarizes the birth rates and key temperature variables for the continental United States and by census region over the entire sample period (1931-2010). These statistics are means calculated using the state-year population as weights. There were approximately 4.7 daily births per 100,000 residents on average during our sample period. ${ }^{27}$ The unweighted annual average for the United States is 3.5 million total live births, ranging from 2.1 million births in 1931 to 4.0 million in 2010. Birth rates are lowest in Northeastern states and highest in Southern states. The average temperature is above $80^{\circ} \mathrm{F}$ approximately 4.7 days per month in the South, compared to only 0.6 days in the Northeast. ${ }^{28}$ Thus, high temperature days and birth rates are positively correlated across regions. However, this positive relationship cannot be used to infer causal effects since many other socioeconomic factors, like poverty rates, also correlate with climate. These omitted variables highlight the importance of using within-state changes in temperature realizations to identify causal impacts.

Seasonality in birth rates varies considerably across region. Panel A of Figure 2 presents the mean of the log birth rate, by census region, over our sample period. In every region, birth rates peak in September suggesting that individuals are most likely to conceive between November and January. Seasonality is greatest in the South, where September birth rates are approximately $15 \%$ higher than April birth rates. The differences across regions also suggest that temperature plays a role in the timing of births, given the South is generally warmer than the rest of the United States. Again, omitted variables hinder our ability to infer causality. Other

[^7]seasonal factors, like demand for agricultural labor, could also account for cross-region differences in birth seasonality. Our empirical model mitigates this type of concern by including state-by-calendar-month fixed effects.

Panel B of Figure 2 indicates the seasonality in birth rates declined significantly over time. As a simple illustration, we break our sample into two time periods: 1931-1969 and 1970-2010. During the 1931-1969 period, the birth rate was approximately $12 \%$ higher in September than in April. The difference between September and April birth rates was closer to 9\% during the latter period. This suggests the temperature-fertility relationship dampened significantly over time, something we estimate more formally below.

## IV. Methodology

To identify the effect of temperature fluctuations on the birth rate, our model relies on plausibly random variation in the temperature distribution for a given state and calendar month. To begin, we estimate the following panel regression model that follows the specification of Barreca (2012) and Barreca et al. (forthcoming) who analyze similar vital statistics data:
(1) $Y_{s t}=\sum_{j}^{J} \sum_{k}^{K} \beta_{k}^{j} T E M P_{s, t-k}^{j}+\sum_{k}^{K} \gamma_{k} X_{s, t-k}+\alpha_{s m}+\delta_{t}+\theta_{s y}+\pi_{s m}^{1} * t+\pi_{s m}^{2} * t^{2}+e_{s t}$
where $Y$ is the log of the birth rate in state s at year-month t . $X$ is a vector of precipitation controls. ${ }^{29} \alpha_{s m}$ is a state-by-calendar-month fixed effect to help ensure our model is identified from the presumed random annual fluctuation in the distribution of temperatures in a given state and calendar month. These fixed effects adjust for permanent unobserved state-by-month determinants of the birth rate, such as seasonal employment. Year-by-calendar-month fixed effects $\left(\delta_{t}\right)$ control for time-varying factors that are common to all states, like national business cycles. State-by-calendar-month quadratic time trends ( $\Pi_{s m}$ ) help mitigate potential biases from convergence in seasonality across states over time. State-by-year fixed effects ( $\theta_{\text {sy }}$ ) help account for temperature changes that correlate spuriously over time with demographic changes at the state level, such as immigration. We cluster standard errors at the state level to allow for serial

[^8]correlation in the errors. We weight by state-year population in the preceding year ( $y-1$ ) to improve precision and avoid endogenous weights.

TEMP is a vector of J temperature bins that captures the distribution of daily average temperatures in state $s$ in month t-k. The bins represent the fraction of each month when daily mean temperatures are <30, 30-40, 40-50, 50-60, 70-80, $>80{ }^{\circ} \mathrm{F}$, with $60-70{ }^{\circ} \mathrm{F}$ as the omitted category. This type of specification is now common in studies examining temperature effects (Dell et al., 2014). The possibility of a dynamic relationship between birth rates and temperatures is introduced by allowing birth rates in month $t$ to be affected by the temperature bins for up to 24 months inclusive of month $t$ (denoted by the index $k=0,1,2, \ldots, 23$ ). We also estimate the impact of temperatures on births 1 to 3 months prior (denoted by the index $k=-3$, -$2,-1)$ as a placebo check since these temperatures were realized after delivery and should not affect prior birth rates. In sum, we have six temperature variables estimated over 27 months (3 placebo months +24 treatment months). In the interest of conciseness, the figures and tables that follow will either report: a) the coefficients for a single average temperature category (e.g., above $80^{\circ} \mathrm{F}$ ) across all 27 exposure months, or b) the coefficients for a single exposure month across the six temperature bins.

As a robustness check, we also test for impacts using a polynomial spline in the daily mean temperature, with knots at $10,30,50,70$, and $90^{\circ} \mathrm{F}$. We also estimate one model where the upper temperature bin is $90^{\circ} \mathrm{F}$, and one where the lower bin is $20^{\circ} \mathrm{F}$. We use diurnal temperatures in place of daily mean temperatures as a test of intra-day temperature extremes. For example, a day with a maximum of 90 and a minimum of 80 might affect fertility outcomes differently than a day where the maximum was 100 and the minimum was 70 , despite both having the same daily mean temperature. ${ }^{30}$ We also include a set of humidity controls in one specification check.

## V. Results

Core results. Figure 3 reports the effects of one $>80^{\circ} \mathrm{F}$ day (relative to one day in the $60-70{ }^{\circ} \mathrm{F}$ temperature bin) on the log birth rate across the full set of exposure months (e.g., the month of birth, the preceding 23 months, and 3 future placebo months) using our core empirical model (equation 1). We control for the full set of temperature bins, though we focus on the effects of $>80^{\circ} \mathrm{F}$ days here. The estimates indicate each additional $>80^{\circ} \mathrm{F}$ day causes birth rates to fall

[^9]by approximately $0.06 \% 8$ months later, $0.39 \% 9$ months later, and $0.21 \% 10$ months later, all statistically significant at the five-percent level. Using the average (unweighted) number of monthly births over our sample period (295,000), the effect size at 9 months implies a reduction of 1,165 fewer births across the whole United States in that one month. The fact that the largest effect is observed at 9 months is consistent with hot days having an immediate impact on reproductive health and/or coital frequency around the time when conception would have occurred.

The effect at 8 months could also be explained by exposure around the time of conception given a typical distribution of gestational lengths. For example, the magnitude at 8 months relative to 9 months is fairly in line with the distribution of gestational lengths observed in the Natality data between 2000 and 2004. Specifically, $15 \%$ of births have a gestational length of 8 calendar months and $68 \%$ have a gestational length of 9 calendar months, or a ratio of one-to-five, which is similar to the relative magnitudes of our estimates (0.0006 / $0.0039 \approx$ $1 / 6)$. However, we cannot rule out the possibility that the reduction in births at month 8 was due to miscarriage in the first month after conception among pregnancies that would have lasted approximately 9 months.

The relative effect size in month 10 is not consistent with the critical exposure period occurring around the time of conception all else equal. Given about $15 \%$ of births span 10 calendar months, we would also expect the coefficient at 10 months to be about one fifth the magnitude at 9 months. ${ }^{31}$ Instead, the coefficient is about half the magnitude ( 0.0021 / 0.0039 $\approx 1 / 2$ ). There are two plausible explanations for the effect size at 10 months. First, the fall in births were made up disproportionately of individuals who have longer gestational lengths. ${ }^{32}$ Second, and untestable with the data at hand, exposure to high temperatures reduces conception probabilities for up to two months. For example, heat-related morbidity may diminish reproductive health for up to two cycles.

We document a sizable "rebound" in births at 11, 12, and 13 months after the temperature shock. For example, one $>80^{\circ} \mathrm{F}$ day causes a $0.10 \%$ increase in births 12 months later. Note the cumulative effect of a temperature shock over months 8-10 is a decrease of 0.0066 log points, while births rebound by 0.0021 log points over months 11-13 (jointly

[^10]statistically significant) and an additional 0.0012 log points over months $14-23$ (jointly statistically significant). As such, the rebound in months 11-13 offsets $32 \%(0.0021 / 0.0066)$ of the decline in months 8-10, and months 14-23 offset an additional 18\% (0.0012/0.0066), bringing the cumulative rebound to $50 \%$. Note that the majority of the secondary rebound ( 0.0008 log points) occurs between months 19-21 (jointly statistically significant), suggesting a segment of the population may be credit constrained or have preferences for conceiving in certain calendar months.

We also find evidence that temperature shocks reduce gestational lengths by approximately one month. One $>80^{\circ} \mathrm{F}$ day causes a statistically significant $0.03 \%$ increase in birth rates in the exposure month (month 0 ) and a $0.06 \%$ decrease one month later (month 1 ). The larger magnitude of the month 1 coefficient is suggestive that temperature shocks may cause fetal deaths near the end of some pregnancies. However, we cannot reject the possibility that the coefficients at month 0 and month 1 are equal in absolute value ( $p=0.166$ ). ${ }^{33}$ Importantly, our estimates for the placebo months ( $-3,-2,-1$ ) are statistically insignificant and near zero. Thus, our model appears to be free of biases from spurious time trends.

Figure 4 Panel A presents the temperature-fertility response function linking birth rates in month t with daily temperatures in month $\mathrm{t}-9$ to explore the effects of colder temperatures. Though we focus on the effects at 9 months here, we control for the full set of exposure months. Identical by design to Figure 3, we observe a large and statistically significant decrease in birth rates from exposure to one $>80^{\circ} \mathrm{F}$ day. Each $70-80^{\circ} \mathrm{F}$ day also reduces birth rates 9 months later, but to a lesser degree than $>80^{\circ} \mathrm{F}(0.14 \%$ vs. $0.39 \%)$. Colder temperatures below the omitted $60-70^{\circ} \mathrm{F}$ category have little impact on birth rates 9 months later. The effect of $<30^{\circ} \mathrm{F}$ in other exposure months is also minimal (see Appendix Figure A2).

Figure 4 Panel B illustrates the importance of accounting for non-linear effects in the temperature-fertility relationship. We compare our core model estimates to estimates from a model with identical controls but with a quadratic in monthly mean temperatures in place of daily temperature bins, similar to previous research. The comparison is not so straightforward since the marginal effect of a one-day change in temperature is conditional on the monthly mean temperature in the quadratic monthly model. ${ }^{34}$ Nonetheless, the quadratic monthly model

[^11]shows that a monthly mean shift in temperatures from 65 to $85{ }^{\circ} \mathrm{F}$ would result in a $7 \%$ decline in births 9 months later. Conversely, our binned model implies 30 additional days at $85{ }^{\circ} \mathrm{F}$ would result in a $12 \%$ decline in births. The quadratic model finds that colder temperatures cause higher birth rates, while the binned model indicates that temperatures below $70{ }^{\circ} \mathrm{F}$ have no effect on birth rates. In other words, the quadratic representation of temperature, used in earlier work, understates the effect of high temperatures and overstates the effect of cold temperatures due to failure to capture a tipping point around $70^{\circ} \mathrm{F}$.

Robustness Checks. The main results in Figures 3 and 4 are robust to different model specifications, as shown in Appendix Figures A3 - A8. We show estimates using birth rates in levels and using the population of women 15-44 as the denominator in our birth rate measure (Appendix Figure A3). We set the upper temperature bin at $90^{\circ} \mathrm{F}$ in one model, and below $20^{\circ} \mathrm{F}$ in another (Appendix Figures A4 and A5). We find similar effects using diurnal temperature bins that captures the frequency of time (not days) within a given $10^{\circ} \mathrm{F}$ bin, with temperatures above $90^{\circ} \mathrm{F}$ and below $0{ }^{\circ} \mathrm{F}$ as the categories at the bounds (Appendix Figure A6). We show the estimates using a spline in daily mean temperature (Appendix Figure A7). The spline model estimates are quite similar to the binned model. However, the spline predicts larger effects at temperatures past $85^{\circ} \mathrm{F}$, a point we consider in our discussion on climate change below.

We estimate the effects of temperatures and humidity in Appendix Figure A8. One "high humidity day" above 18 grams of water vapor per kilogram of air ( $\mathrm{g} / \mathrm{kg}$ ) leads to $0.2 \%$ decrease in births 9 and 10 months later. ${ }^{35}$ The estimated effects of hot temperatures are slightly diminished (relative to Figure 3), suggesting that humidity is one natural mechanism through which temperature impacts birth rates. For example, the inclusion of humidity causes the effect at month 9 to decline from $0.4 \%$ to below $0.3 \%$. Like cold temperatures, low humidity levels are not a strong predictor of birth rates (results not reported). Given the positive association between influenza and low humidity levels (Shaman and Kohn, 2009; Barreca and Shimshack, 2012), we can rule out influenza as one of the primary mechanisms.

While the qualitative dynamic relationship is robust to varying the fixed effects, the levels of the estimates are sensitive to such modifications. Recall that our core model includes year-
month fixed effects, state-by-calendar-month fixed effects, state-by-calendar month quadratic time trends, and state-by-year fixed effects. Appendix Figure A9 presents the estimates from a model with identical controls to our core model, but excludes the state-by-year fixed effects. The estimates present a similar dynamic relationship, with births falling 8-10 months later, followed by a rebound over the next few months. However, this model's estimates are systematically shifted in the negative direction including the placebo months $(-3,-2$, and -1$)$ where the weather realization occurred after the birth month. This suggests a spurious time series correlation between temperatures and birth rates. An examination of the regional trends supports this assertion (see Appendix Figure A1). ${ }^{36}$ For this reason, we opt for the model with state-year fixed effects as our preferred specification.

One concern is that the identifying variation in our model is coming almost entirely from a select group of states. As a simple check on this concern, we regress the variable for $>80^{\circ} \mathrm{F}$ days on the full set of controls in our model with the exception of precipitation or other temperature variables. For each state, we examine the annual average of the absolute residuals from this regression for the full sample period (1931-2010). As illustrated in Appendix Figure A10, Southern states expectedly account for more of the residual variation. However, the difference is not overwhelming: Northeastern states have average residuals roughly one fourth to one half the magnitude of Southern states.

Explaining the seasonality in births. The dynamic effect of temperature has an important influence on seasonal birth rates. As one illustration, we take our core model estimates (Figure 3 Panel B) and apply them to the observed distribution of temperatures over our sample period. Figure 5 Panel A illustrates the predicted values follow a nearly identical pattern, with births at a trough in April and a peak in August. The model underestimates birth rates in September and overestimate births in October through January, which may be partially explained by the December holidays causing a forward displacement in conceptions. ${ }^{37}$ That said, the model still explains nearly half of the variance $\left(R^{2}=0.46\right)$ when correlating the predicted points to the actual points in Panel A. Note that a substantial portion of the goodness of fit comes from accounting for the rebound in births. Specifically, when we include only months 9 and 10 in our

[^12]model, similar to past research, the $\mathrm{R}^{2}$ for the predicted-actual comparison falls to $0.23 .{ }^{38}$ The spline model predictions (not reported) are nearly identical to our core estimates.

The model also predicts substantially more seasonal variability in the South relative to the rest of the United States. Figure 5 Panel B plots the predicted variation in log birth rates around June. Our estimates imply a 13\% predicted difference in births between April and August for the South. Conversely, there is only an 8\% difference for the Northeast, a 9\% difference for the Midwest, and only a $6 \%$ difference for the West. The pattern is qualitatively similar to the cross-region differences in seasonality observed (see Figure 2 Panel B). These seasonal differences suggest that climatic factors may impose a greater fertility cost on the South, which could add to our understanding of historical differences across regions.

Implications for infant health. Part of the fertility response from exposure to extreme heat in the summer is a shift in births from the spring to the following summer, when infant health outcomes are generally worse. For example, low birth weight risk is 0.003 percentage points higher in August than in March (Appendix Figure A11). The causal mechanisms underlying this relationship are not well established given concerns over maternal selection (Buckles and Hungerman, 2013; Currie and Schwandt, 2013). However, results from Deschenes et al. (2009) suggest that exposure to hot days in the third trimester may be responsible. As a stylized example, we quantify the impact of a shift in birth month on infant health assuming the effect operates exclusively through exposure to more $>80^{\circ} \mathrm{F}$ days during the "presumed third trimester", which we define as the three months prior to the month of birth inclusive.

For this calculation, we first estimate the effects of temperature on the probability of low birth weight (<2,500 grams), a commonly used indicator of poor in utero health, using Natality data (1968-2010). As we discuss more formally in Appendix Section B, these estimates come from a model with a smaller set of exposure months (0-13), but is otherwise identical to equation (1). In brief, we find that exposure to each $>80^{\circ} \mathrm{F}$ day leads to a statistically significant increase in the risk of low birth weight by 0.009 percentage points in the month of birth, 0.002 percentage points 1 month prior to the month of birth, and no effect 2 months prior. To determine low birth weight risk by calendar month, we combine these three estimates with the average monthly distribution of $>80^{\circ} \mathrm{F}$ days over the $1968-2010$ period (see Appendix Figure A11). For example, a shift in birth month from April to August exposes infants to 23 more days with temperatures $>80^{\circ} \mathrm{F}$ in the presumed third trimester (June, July, and August). Finally, we

[^13]predict how temperature-induced seasonality in births (Figure 3) would affect low birth weight risk relative to no seasonality. This calculation implies a 0.05 percentage point increase in low birth weight risk, or $0.7 \%$ relative to the average low birth weight risk of $7.4 \%$. In sum, not only do high temperatures adversely affect realized births, but any dynamic adjustment to mitigate this fertility cost is potentially offset by worse infant health outcomes.

## VI. Heterogeneity in impacts

Next, we restrict the model to exposure months 0 through 13 in order to improve statistical power and facilitate exposition of the results. All other controls are identical to our core model (equation 1). We focus on the effects of days above $>80^{\circ} \mathrm{F}$, though our model controls for other temperature bins. Table 3 Panel A illustrates that the main estimates on $>80^{\circ} \mathrm{F}$ days in months 8 through 13 are unchanged using the narrower set of exposure months. Below, we explore how the effect of $>80^{\circ} \mathrm{F}$ days vary by time period, climate, and race with this parsimonious model.

Heterogeneity over time. We first test for differences in the temperature-fertility response function by time period. Table 3 (Panel B) revisits the effects of each $>80^{\circ} \mathrm{F}$ day by exposure month between the 1931-1969 and 1970-2010 periods. Here, we use the full set of years in our sample, but interact our temperature variables with an indicator for the time period. The estimates for months 9 through 13 are much smaller in the later period, with the differences being statistically significant. For example, the effect of one $>80^{\circ} \mathrm{F}$ day on birth rates 9 months later falls by roughly half, from $0.57 \%$ to $0.31 \%$, over this time period.

Figure 6 further investigates the changes over time by documenting the temperaturefertility relationship by decade. Here, we interact each temperature bin with an indicator for each decade. We only present the marginal effects of each additional $>80^{\circ} \mathrm{F}$ day on log birth rates 9 months later, though we include the full set of temperature bins across exposure months 0-13. In the 1940s, 1950s, and 1960 s, exposure to one additional $>80^{\circ} \mathrm{F}$ day consistently causes a $0.6 \%$ reduction in the birth rate 9 months later. The effect sizes monotonically decrease after the 1960 s. By the 2000 s, the effect size is less than half: one additional $>80^{\circ} \mathrm{F}$ day causes the birth rate 9 months later to decline by only $0.2 \%$. Interestingly, the effects of $>80^{\circ} \mathrm{F}$ day are relatively smaller in the 1930s than in the 1940s, 1950s, or 1960s.

This dampening of the temperature-fertility relationship follows the changes in the temperature-mortality relationship over the same time period. Barreca et al. (forthcoming) show
that the diffusion of residential air conditioning can explain almost all of the changes in the temperature-mortality relationship in the pre-1960 and post-1960 periods. We test the hypothesis that residential air conditioning also explains changes in the temperature-fertility relationship in section VIII below.

Heterogeneity by climate. To investigate the role of adaptation in response to long-term average temperatures, we split our sample of states in half based on each state's average exposure to days above $80^{\circ} \mathrm{F}$. Table 3 Panel C shows the magnitude of the effects in months 8 through 10 are all smaller in states with warmer climates. The difference between 'cold' and 'hot' states at 9 months is important: one $>80^{\circ} \mathrm{F}$ day causes a $0.37 \%$ decrease in births in hot states versus a $0.55 \%$ decline in cold states, corresponding to a $49 \%$ relative (statistically significant) difference in the magnitude of the coefficients. Similarly, the hot-cold state differences in the coefficients at 8 and 10 months correspond to gaps of $118 \%$ and $66 \%$, respectively. These results suggest that long-term adaptation, as embodied by differential historical exposure to high temperature days, plays a role in mitigating the effects of high temperatures. However, we cannot rule out the possibility that another unobserved factor, like wealth, accounts for some of the heterogeneity across hot and cold states.

Heterogeneity by race. We explore differential impacts by maternal race in Table 3 Panel D as a cursory test whether the temperature-fertility relationship varies by socioeconomic status. Due to data limitations, the by-race analysis begins in 1942. While the estimates for non-whites are larger in absolute value, the differences in coefficients are statistically insignificant in all months but month 12. The evidence indicates that the temperature-fertility relationship does not substantially differ across racial groups, though statistical precision is a limiting factor. In Appendix Section B, we further test for the role of socioeconomic status by analyzing parental information on the birth certificate, such as maternal age and education, for the years 19682010. The estimated relationships between hot days and birth-certificate characteristics suggest that mothers with lower socioeconomic status are only slightly more vulnerable to hot days. ${ }^{39}$ See Appendix Section B for more detail.

[^14]
## VII. Air conditioning and the temperature-fertility relationship over time

As noted above, there was a substantial decline in the temperature-fertility relationship starting in the 1970s. Here, we restrict our sample to the 1960-2010 period and explore whether residential air conditioning (AC) can explain this decline using the approach of Barreca et al. (forthcoming). Our measure of AC coverage by state of residence is linearly interpolated between the 1960, 1970, and 1980 Decennial Censuses. ${ }^{40}$ We use the growth rate in AC coverage between 1970 and 1980 to project out to 2010, while capping the coverage at $100 \%{ }^{41}$ Our work builds on Siever (1989), which correlated changes in air conditioning between 1960 and 1980 with changes in birth seasonality. We extend Siever's work by correlating changes in the temperature-fertility response function explicitly, allowing us to include state-by-month time trends to mitigate possibly spurious trends in birth seasonality across states that are correlated with $A C$ adoption.

Note that we take two steps to account for the possibility that the adoption of air conditioning is correlated with time-varying omitted factors that may also impact birth rates, such as changes in wealth. First, and already present in our core model, we control for state-year fixed effects to account for those factors that correlate with our state-year AC measure, but are independent of month of year. Second, we control for the interaction between the temperature variables and a linear time trend to mitigate concerns that the trend in air conditioning coverage correlates with secular trends in vulnerability to temperature extremes.

We find that the diffusion of air conditioning substantially mitigated the temperaturefertility response function, especially the effect of high temperatures. Figure 7 Panel A presents the main effect of temperature and Panel B the interaction with AC coverage on births 9 months later. The coefficient on the air conditioning interaction with $>80^{\circ} \mathrm{F}$ temperature-days is statistically significant and large ( 0.0025 log points) relative to the main effect ( 0.0068 log points). Importantly, the interaction between temperature and AC is small and statistically insignificant at colder temperatures, further supporting the presumed temperature control mechanism provided by AC.

Table 4 Panel A presents the AC interaction terms on the $>80^{\circ} \mathrm{F}$ variables for the full set of months (0-13). Positive and statistically significant AC coefficients at 8, 9, or 10 months

[^15]would imply that AC mitigates temperature's influence around the time of conception. Indeed, the effect on the AC interaction term is positive at 8, 9, and 10 months, though only months 9 and 10 are statistically significant. The negative coefficient on the interaction at 12 and 13 months suggests that air conditioning also mitigates the rebound in births, or reduces the impact on women who are likely to conceive right after a temperature shock, though only month 12 is statistically significant.

Next, Table 4 Panel B adds controls for other interactions with factors that may have contributed to historical changes in the effects of high temperature on birth rates. Specifically, we add temperature interactions with state-year measures for the fraction of women with high school degrees (or more education), access to legal abortion, and unmarried women's legal access to the birth control pill before age 21 (Bailey, 2006; Goldin, 2006; Goldin and Katz, 2002; Guldi, 2008; Levin, Kane, Staiger, Zimmerman, 1996). ${ }^{42}$ One concern is that these factors were changing in the early 1970s at the same time as residential AC diffusion rates expanded, and could act as omitted variable in the simple interaction regression of Panel A. After accounting for these additional factors in Panel B, the coefficient on the AC interaction is still statistically significant and only slightly diminished ( 0.00194 vs. 0.00252 ). The interaction coefficients on these other variables are generally small and statistically insignificant. Although we do not find evidence that these factors were important contributors to the dampening of the temperature-fertility relationship, our findings do not refute their role in the dramatic decline in birth rates that began in the late 1950s.

To demonstrate the magnitude of the AC estimates, we note that the diffusion of AC can account for about one third of the change in the temperature-fertility relationship between 1960 and 2010. As noted above in Figure 6, the effect of one $>80^{\circ} \mathrm{F}$ day on birth rates 9 months later fell from 0.006 log points in the 1960s to about 0.002 log points by the 2000s. The estimated AC coverage increased from $21 \%$ in the 1960 s to $87 \%$ in the 2000 s. As such, the change in AC causes the effect to fall by 0.0017 log points ([0.87-0.21] x $0.0025 \log$ points), or about one third of the 0.0043 log point decline. As another thought experiment, our estimates

[^16]imply that the diffusion of residential air conditioning reduced the number of displaced births from exposure to $>80^{\circ} \mathrm{F}$ days by about 25,000 per year between 2000 and 2010. ${ }^{43}$

## VIII. Climate change projections

To quantify the potential impact of climate change on birth rates, we combine our temperaturefertility estimates with end of the century (2070-2099) climate projections from the Hadley CM3 model. We use the A1FI "business as usual" scenario, which assumes no concerted reduction in greenhouse gas emissions. Note that by using only one set of climate projections, our calculations abstract from uncertainty in the climate model themselves and, therefore, should be considered as illustrative of the potential magnitude. A more detailed analysis of uncertainty would incorporate additional projections from other climate models (see e.g., Burke et al., 2015). The unit of observation in the Hadley data is day by grid point, where grid points are spaced out every 2.5 degrees latitude and 2.5 degrees longitude. ${ }^{44}$ The main variables include minimum temperature, maximum temperature, and precipitation. We aggregate the Hadley data to the county level using inverse distance weights squared for the nearest four grid points. Then, we aggregate data up to the state level using county population in 2000 as weights. Finally, we adjust projections to account for the fact that the Hadley model predicted warmer weather than actually realized during the earlier years of the model run (1990-2002).

Appendix Figure A13 Panel A illustrates the projected changes in the distribution of daily temperatures between the 1990-2002 period and the 2070-2099 period. ${ }^{45}$ In short, the Hadley CM3 model projects a substantial increase in the frequency of hot days. For example, there will be 64 more days per year with $>80^{\circ} \mathrm{F}$ days on a baseline of 31 days. Not surprisingly, the increase in $>80{ }^{\circ} \mathrm{F}$ days occurs mostly between May and September (Appendix Figure A13 Panel B); June, July, and August will each experience at least 10 more $>80^{\circ} \mathrm{F}$ days.

To make projections regarding the impact of climate change, we take our core temperature-fertility estimates and apply them to the distribution of temperature changes predicted by the Hadley model. These projections are likely to overstate the negative impacts of

[^17]climate change on completed fertility. Our empirical model is identified by monthly shocks to the temperature distribution in each state, which discounts the possibility that people adjust expectations about the frequency of future climatic shocks and make adaptive investments accordingly. Relatedly, the calculations assume the size and geographical distribution of the population remains at year 2000 levels, which ignores the possibility of migration or our own observation that population is endogenous to temperature. We rely on the more parsimonious model with exposure limited to months 0 through 13 to improve statistical precision. As such, our projections ignore any longer-term rebound that occurs after month 13.

Table 5 row A presents the projected impacts on birth rates for the continental United States during the 2070-2099 time period using our post-1970 model estimates from Table 3 Panel B. The table decomposes the projected changes in annual birth rates due to exposure to days above and below $70^{\circ} \mathrm{F}$, respectively, as well by categories of exposure months (months 0 7 , months $8-10$, and months 11-13). Column (4a) reports the impact of the full distribution of temperature changes on the annual birth rate. Column (4b) incorporates the effects of rainfall changes using the parameters from our model. The table reports the log change in annual birth rates across columns (1a) through (4b). Column (4c) translates the effect into the number of births assuming 4 million births per year, which is the average in the 2000s.

In short, we project that annual birth rates will decline by a statistically significant $2.6 \%$ (column 4b), or about 107,000 fewer births per year (column 4c). About one quarter of the effect of high temperature exposure will be offset by a shift in birth month: Days above $70^{\circ} \mathrm{F}$ cause a 0.028 log points decline in birth rates 8 to 10 months later (column 2b), but then birth rates rebound by 0.006 log points in months 11 to 13 (column 3b). Using the same parameter estimates, Rows B through E show similar effects on birth rates in the Northeast (3.2\%), Midwest (2.8\%), and South (2.8\%), but smaller impacts in the West (2.2\%).

Row F projects the change in birth rate for the entire United States using a pared down model that only accounts for exposure in months 9 and 10 only. By failing to account for the rebound in months 11-13, the model overestimates the impacts on births by about 12\% (relative to Row A). Modeling temperature as a quadratic in monthly mean temperature (Row G) overstates the change in births by $14 \%$ since the quadratic model fails to capture an important tipping point at $70^{\circ} \mathrm{F}$ (see Figure 4 Panel B ). One possible advantage of the quadratic model is that it allows for continuously greater impacts past $80^{\circ} \mathrm{F}$, unlike the binned model. Along those lines, the spline model projects a much larger 39\% decline in birth rates (Row H) since the spline produces a larger response to extremely high temperatures (see Appendix Figure A7). As an
aside, our estimates from the earlier sample period (1931-1969) suggest that climate change is likely to have a larger fertility impact on developing countries that "resemble" the pre-1970 United States. ${ }^{46}$

Part of the cost of climate change in terms of realized births will be offset by a change in birth seasonality. Given our estimates, we expect births to fall in the spring and early summer months relative to late summer and early winter. Figure 8 illustrates this fact using the estimates from the post-1970 model. We project the proportion of August births will increase by 4\% relative to April, which is large considering the baseline difference between 2000 and 2010 is $7 \%$. The model with only months 9 and 10 of exposure predicts a slightly smaller difference between August and April but higher birth rates in September through August. Importantly, the spline model predicts larger effects than the binned model. For example, the difference between August and April is $11 \%$ with the spline model. Thus, the measured inequality in economic status that is correlated with birth month could grow further under unabated climate change.

Similar to our back-of-the envelope calculation above, we project how this increased seasonality will affect infant health via exposure to hot days during the third trimester. For example, a shift in birth month from April to August would lead to an increased exposure risk of 36 more $>80^{\circ} \mathrm{F}$ days during the presumed third trimester (June, July, and August), which is in addition to the baseline current exposure of 25 days over these months. This calculation indicates climate-change-induced shift in birth months is projected to increase the risk of low birth weight by an additional 0.03 percentage points, or $0.4 \%$ increase relative to the average risk of $7.4 \% .{ }^{47}$ Note that this increased risk of low birth weight would be in addition to the $5 \%$ increase in risk estimated by Deschenes et al. (2009) when holding birth seasonality constant. The shift in seasonality would be even greater in those developing countries that more closely resemble the pre-1970 United States.

[^18]
## IX. Conclusion

In the United States, hot days have a large and statistically significant impact on birth rate dynamics. We find that unusually $>80^{\circ} \mathrm{F}$ days cause a large fall in birth rates approximately 8 to 10 months later, followed by a partial rebound in birth rates at 11, 12, and 13 months. These dynamic estimates predict nearly half the seasonal variance in birth rates in the United States. Models that fail to account for the rebound in births can only account for one quarter of the seasonal variance. While our novel findings suggest that temperature is likely the single-most important determinant of birth seasonality in the United States, other environmental factors, like sunlight, may still have a large influence on birth seasonality and are worthwhile of exploration.

In terms of policy implications, our results indicate the costs of acute and unexpected environmental shocks are mitigated in the medium term by a shift in conception month. While this shift attenuates the impact on cumulative birth rates, it includes an important and overlooked health cost. The change in timing on its own may lead to worse infant health if parents are already timing births to maximize life course outcomes of the child. In the case of temperature, we find a shift in births from spring to late summer, when infant health outcomes are worse. While the causal link between season of birth and infant health remains an open research question, one causal channel could be increased exposure to high temperatures during the critical third trimester.

Our study also offers three important lessons for climate change. First, the projected increase in temperatures may reduce population growth rates in the United States. Using our estimates from the post-1970 period, we project a $2.6 \%$ decline in births in the United States, or about 107,000 births per year. Thus, climate change will exacerbate the already "belowreplacement" birth rates in the United States and similar developed countries, which has important implications for the sustainability of social programs, like Social Security. Further, our historical estimates from the pre-1970 period suggest that climate change could have even larger impacts in developing countries.

Second, climate change is likely to increase the proportion of summer births, which has implications for infant health. For example, we find that August births will increase by $4 \%$ relative to April births using our core model. Our back-of-the envelope calculations suggest that these shifts may lead to a $0.4 \%$ increase in the relative risk of low birth weight. Given the literature linking fetal health with later life outcomes (Almond and Currie, 2011), we hypothesize there could be long-term consequences to this increased in utero exposure to high temperatures.

Taken together, these impacts suggest that fertility is an important and understudied cost of climate change in the United States and other countries.

Finally, we illustrate the scope for adapting to climate change using an existing technology. We document a large reduction in the temperature-fertility relationship over our 80year sample period and find that air conditioning can explain about one third of the dampening of this relationship over time. Echoing a recent study on mortality (Barreca et al., forthcoming), providing low-cost access to air conditioning may be an effective tool for mitigating the fertility costs of climate change throughout the world. However, the costs of increased air conditioning usage include increased greenhouse gas emissions, underscoring the fundamental dilemma in mitigating climate change impacts using energy-intensive technologies.
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Figure 1: Seasonality in Average Daily Births: United States, Germany, and Australia, 2000-2010


Note: The y-axis is the difference in log points between the average number of daily births in a given month relative to June. These data come from the United Nations Statistics Division (2014).

Figure 2: Daily Birth Rate per 100,000 Residents, 1931-2010
Panel A: Differences by census region


Panel B: Differences by time period


Note: Calculations use state-year populations as weights.

Figure 3: Estimated Temperature-Fertility Relationship: Effect of Daily Mean Temperature $>80{ }^{\circ} \mathrm{F}$ Relative to 60-70 ${ }^{\circ}$ F on Log Birth Rate, by Months from Exposure


Note: The diamonds are the point estimates and the brackets represent $+/$ - two standard errors. The estimates can be interpreted as the impact on the log monthly birth rate, in log points, of one additional day with a mean temperature $>80{ }^{\circ} \mathrm{F}$ relative to $60-70{ }^{\circ} \mathrm{F}$. The model has year-month fixed effects, state-by-calendar-month fixed effects, state-by-calendar month quadratic time trends, and state-year fixed effects. We control for fraction of days with precipitation between 0.01 and 0.50 inches and over 0.51 inches in each month. In addition, we control for effects for up to 24 months after exposure (and 3 months prior to exposure as a placebo check). Estimates are weighted by state-year population. Standard errors are clustered at the state-level. The gray shading highlights both 0 and 9 months from exposure.

Figure 4: Estimated Temperature-Fertility Relationship: Effect of Daily Mean Temperatures on Log Birth Rate 9 Months Later

Panel A: Core estimates with standard errors


Panel B: Comparison with monthly quadratic model


Note: In Panel A, the diamonds are the point estimates and the brackets represent two standard errors around the point estimates. In Panel B, the "daily bins" model refers to our core model. See note to Figure 3 for details on that model. The "monthly quadratic" model has identical controls to our core model except temperature is a quadratic function of the monthly mean temperature.

Figure 5: Model Predictions of Log Birth Rate
Panel A: Predictions vs. actual, United States


Panel B: Predictions, by census region


Note: See note to Figure 3 for details on the core model, which controls for the full set of exposure months ( $-3,-2$, $\ldots,+23)$. In Panel A, the "Months $9+10$ only" model only controls for exposure in months 9 and 10 . We use only the temperature estimates to make these predictions, and ignore rainfall and all other controls. We recenter both the observed and predicted values around June so the values should be interpreted as deviations, in log points, from June.

Figure 6: Estimated Temperature-Fertility Relationship: Effect of Daily Mean Temperature $>80{ }^{\circ} \mathrm{F}$ Relative to 60-70 ${ }^{\circ}$ F on Log Birth Rate 9 Months Later, by Decade


Note: The diamonds are the point estimates and the brackets represent $+/-$ two standard errors. We restrict the exposure months $0-13$. We use the full sample of years and interact the temperature variables with an indicator for the given decade. We include 2010 in the 2000s. See note to Figure 3 for details on the other model controls.

Figure 7: Impact of Residential Air Conditioning on the Fertility-Temperature Relationship: Effect of Daily Mean Temperatures on Log Birth Rate 9 Months Later

Panel A: Main effect of temperature


Panel $B$ : Temperature- $A C$ interaction


Note: Y-axes scales vary across panels. These are the estimates from equation with temperature variables as a main effect and the temperature variables interacted with the AC variable. We also control for time (linear) interacted with the temperature variables. The model has similar controls as above. We allow for effects across months 0 through 13. Estimates are weighted by state-year population. Standard errors are clustered at the state level. The sample period is 1960 through 2010.

Figure 8: Projected Changes in Birth Seasonality by 2070-2099, According to Error-Corrected Hadley CM3 A1FI


Note: Average exposures estimated using county population estimates in 2000 as weights. The climate change projections are "error corrected" to factor out the difference between the realized temperatures and model predictions for the 1990-2002 time period. The "Core model" projects changes in birth rates using the post-1970 temperature estimates from Table 3 Panel B. The "Months $9+10$ only" model only controls for exposure in months 9 and 10 . The "Spline model" controls for temperature as a cubic polynomial spline with knots at $10,30,50,70$, and $90^{\circ} \mathrm{F}$ across the same exposure months as the "Core model".
Table 1: Theoretical Relationship Between Adverse Temperature Shocks and Monthly Birth Rates

|  | Months after temperature shock |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 |
| Scenario A |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Constant conception probability after month 0 |  |  |  |  |  |  |  |  |  | $\downarrow$ | $\uparrow$ | $\uparrow$ | $\uparrow$ | $\uparrow$ | $\uparrow$ | $\uparrow$ | $\uparrow$ | $\uparrow$ | $\uparrow$ | $\uparrow$ | $\uparrow$ | $\uparrow$ | $\uparrow$ | $\uparrow$ |

 immediately following the fetal losses.

Table 2: Summary Statistics on Daily Birth Rates and Daily Weather, 1931-2010

|  | Sample: | All states | Northeast | Midwest | South |
| :--- | :---: | :---: | :---: | :---: | :---: |
|  |  |  | West |  |  |
| Daily births per 100,000 residents | 4.7 | 4.3 | 4.7 | 4.9 | 4.9 |
|  |  |  |  |  |  |
| Mean temp (F) < 30 | 2.9 | 4.2 | 5.3 | 0.8 | 1.3 |
| Mean temp (F) 30-40 | 3.4 | 4.9 | 4.6 | 2.2 | 2.1 |
| Mean temp (F) 40-50 | 4.4 | 5.1 | 4.3 | 3.9 | 4.5 |
| Mean temp (F) 50-60 | 5.6 | 5.2 | 4.7 | 5.1 | 8.5 |
| Mean temp (F) 60-70 | 6.1 | 5.7 | 5.5 | 5.9 | 8.2 |
| Mean temp (F) 70-80 | 5.8 | 4.7 | 5.1 | 7.9 | 4.2 |
| Mean temp (F) $>80$ | 2.3 | 0.6 | 1.0 | 4.7 | 1.5 |
|  |  |  |  |  |  |
| No precipitation | 21.4 | 19.7 | 20.8 | 21.6 | 24.3 |
| Precipitation $=0.00-0.50$ inches | 7.0 | 8.3 | 7.8 | 6.4 | 5.1 |
| Precipitation $=0.50+$ inches | 2.1 | 2.4 | 1.9 | 2.5 | 1.0 |
|  |  |  |  |  |  |
| Number of state-months | 47,004 | 8,640 | 11,508 | 16,296 | 10,560 |
| Number of states | 49 | 9 | 12 | 17 | 11 |

Notes: For temperature and precipitation, the data represent average number of days per month. Calculations use state-year populations as weights. The births are by state of residence for the years 1942 on, while state of occurrence is only available in the 1931-1941 period. South Dakota does not enter the sample until 1932 and Texas does not enter until 1933. Alaska and Hawaii are excluded from the sample. Washington DC is treated as a state in our analyses.
Table 3: Heterogeneity in the Effect of Daily Mean Temperature $>80^{\circ} \mathrm{F}$ Relative to $60-70{ }^{\circ} \mathrm{F}$ on Log Birth Rate ( $\times 100$ ), by Months from Exposure

|  | Months after temperature shock |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 |
|  |  | Panel A: All states, years and races |  |  |  |  |  |  |  |  |  |  |  |  |
| 1931-2010 | $\begin{gathered} 0.029 \\ (0.009)^{*} \end{gathered}$ | $\begin{gathered} -0.061 \\ (0.016)^{*} \end{gathered}$ | $\begin{gathered} -0.009 \\ (0.008) \end{gathered}$ | $\begin{gathered} -0.017 \\ (0.009)^{*} \end{gathered}$ | $\begin{gathered} -0.035 \\ (0.008)^{*} \end{gathered}$ | $\begin{gathered} -0.022 \\ (0.009)^{*} \end{gathered}$ | $\begin{gathered} -0.021 \\ (0.009)^{*} \end{gathered}$ | $\begin{gathered} -0.021 \\ (0.015) \end{gathered}$ | $\begin{gathered} -0.062 \\ (0.016)^{*} \end{gathered}$ | $\begin{gathered} -0.404 \\ (0.015)^{*} \end{gathered}$ | $\begin{gathered} -0.220 \\ (0.014)^{*} \end{gathered}$ | $\begin{gathered} 0.060 \\ (0.010)^{*} \end{gathered}$ | $\begin{gathered} 0.090 \\ (0.012)^{*} \end{gathered}$ | $\begin{gathered} 0.038 \\ (0.007)^{*} \end{gathered}$ |
|  | Panel B: By time period |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 1970-2010 | $\begin{gathered} 0.040 \\ (0.014)^{*} \end{gathered}$ | $\begin{aligned} & -0.031 \\ & (0.020) \end{aligned}$ | $\begin{gathered} 0.009 \\ (0.011) \end{gathered}$ | $\begin{aligned} & -0.002 \\ & (0.011) \end{aligned}$ | $\begin{gathered} -0.033 \\ (0.010)^{*} \end{gathered}$ | $\begin{gathered} 0.003 \\ (0.012) \end{gathered}$ | $\begin{gathered} -0.018 \\ (0.013) \end{gathered}$ | $\begin{gathered} -0.021 \\ (0.019) \end{gathered}$ | $\begin{gathered} -0.069 \\ (0.018)^{*} \end{gathered}$ | $\begin{gathered} -0.310 \\ (0.012)^{*} \end{gathered}$ | $\begin{gathered} -0.154 \\ (0.012)^{*} \end{gathered}$ | $\begin{gathered} 0.032 \\ (0.012)^{*} \end{gathered}$ | $\begin{gathered} 0.063 \\ (0.011)^{*} \end{gathered}$ | $\begin{gathered} 0.029 \\ (0.009)^{*} \end{gathered}$ |
| 1931-1969 | $\begin{gathered} 0.004 \\ (0.012) \end{gathered}$ | $\begin{gathered} -0.129 \\ (0.015)^{*} \end{gathered}$ | $\begin{gathered} -0.055 \\ (0.014)^{*} \end{gathered}$ | $\begin{gathered} -0.061 \\ (0.015)^{*} \end{gathered}$ | $\begin{gathered} -0.044 \\ (0.013)^{*} \end{gathered}$ | $\begin{gathered} -0.065 \\ (0.012)^{*} \end{gathered}$ | $\begin{aligned} & -0.020 \\ & (0.017) \end{aligned}$ | $\begin{aligned} & -0.018 \\ & (0.018) \end{aligned}$ | $\begin{gathered} -0.045 \\ (0.015)^{*} \end{gathered}$ | $\begin{gathered} -0.569 \\ (0.022)^{*} \end{gathered}$ | $\begin{gathered} -0.327 \\ (0.024)^{*} \end{gathered}$ | $\begin{gathered} 0.131 \\ (0.011)^{*} \end{gathered}$ | $\begin{gathered} 0.151 \\ (0.022)^{*} \end{gathered}$ | $\begin{gathered} 0.057 \\ (0.011)^{*} \end{gathered}$ |
| Difference | $\begin{gathered} 0.036 \\ (0.018)^{*} \end{gathered}$ | $\begin{gathered} 0.098 \\ (0.015)^{*} \end{gathered}$ | $\begin{gathered} 0.064 \\ (0.019)^{*} \end{gathered}$ | $\begin{gathered} 0.059 \\ (0.016)^{*} \end{gathered}$ | $\begin{gathered} 0.011 \\ (0.016) \end{gathered}$ | $\begin{gathered} 0.068 \\ (0.018)^{*} \end{gathered}$ | $\begin{gathered} 0.002 \\ (0.022) \end{gathered}$ | $\begin{aligned} & -0.003 \\ & (0.024) \end{aligned}$ | $\begin{gathered} -0.024 \\ (0.016) \end{gathered}$ | $\begin{gathered} 0.260 \\ (0.020)^{*} \end{gathered}$ | $\begin{gathered} 0.173 \\ (0.024)^{*} \end{gathered}$ | $\begin{gathered} -0.099 \\ (0.014)^{*} \end{gathered}$ | $\begin{gathered} -0.088 \\ (0.017)^{*} \end{gathered}$ | $\begin{gathered} -0.029 \\ (0.013)^{*} \end{gathered}$ |
|  | Panel C: By climate |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Hot states | $\begin{gathered} 0.026 \\ (0.010)^{*} \end{gathered}$ | $\begin{gathered} -0.055 \\ (0.017)^{*} \end{gathered}$ | $\begin{gathered} 0.006 \\ (0.011) \end{gathered}$ | $\begin{aligned} & -0.015 \\ & (0.009) \end{aligned}$ | $\begin{gathered} -0.019 \\ (0.009)^{*} \end{gathered}$ | $\begin{aligned} & -0.007 \\ & (0.009) \end{aligned}$ | $\begin{aligned} & -0.017 \\ & (0.011) \end{aligned}$ | $\begin{aligned} & -0.015 \\ & (0.019) \end{aligned}$ | $\begin{gathered} -0.054 \\ (0.018)^{*} \end{gathered}$ | $\begin{gathered} -0.374 \\ (0.018)^{*} \end{gathered}$ | $\begin{gathered} -0.198 \\ (0.017)^{*} \end{gathered}$ | $\begin{gathered} 0.058 \\ (0.011)^{*} \end{gathered}$ | $\begin{gathered} 0.092 \\ (0.013)^{*} \end{gathered}$ | $\begin{gathered} 0.039 \\ (0.008)^{*} \end{gathered}$ |
| Cold states | $\begin{gathered} 0.031 \\ (0.017) \end{gathered}$ | $\begin{gathered} -0.085 \\ (0.025)^{*} \end{gathered}$ | $\begin{gathered} -0.046 \\ (0.021)^{*} \end{gathered}$ | $\begin{aligned} & -0.028 \\ & (0.022) \end{aligned}$ | $\begin{gathered} -0.066 \\ (0.018)^{*} \end{gathered}$ | $\begin{gathered} -0.049 \\ (0.021)^{*} \end{gathered}$ | $\begin{gathered} -0.043 \\ (0.021)^{*} \end{gathered}$ | $\begin{gathered} -0.058 \\ (0.023)^{*} \end{gathered}$ | $\begin{gathered} -0.117 \\ (0.022)^{*} \end{gathered}$ | $\begin{gathered} -0.554 \\ (0.030)^{*} \end{gathered}$ | $\begin{gathered} -0.329 \\ (0.026)^{*} \end{gathered}$ | $\begin{gathered} 0.075 \\ (0.025)^{*} \end{gathered}$ | $\begin{gathered} 0.090 \\ (0.020)^{*} \end{gathered}$ | $\begin{gathered} 0.024 \\ (0.021) \end{gathered}$ |
| Difference | $\begin{aligned} & -0.005 \\ & (0.018) \end{aligned}$ | $\begin{gathered} 0.030 \\ (0.022) \end{gathered}$ | $\begin{gathered} 0.052 \\ (0.022)^{*} \end{gathered}$ | $\begin{gathered} 0.013 \\ (0.019) \end{gathered}$ | $\begin{gathered} 0.048 \\ (0.021)^{*} \end{gathered}$ | $\begin{gathered} 0.042 \\ (0.023) \end{gathered}$ | $\begin{gathered} 0.026 \\ (0.025) \end{gathered}$ | $\begin{gathered} 0.042 \\ (0.032) \end{gathered}$ | $\begin{gathered} 0.064 \\ (0.025)^{*} \end{gathered}$ | $\begin{gathered} 0.179 \\ (0.039)^{*} \end{gathered}$ | $\begin{gathered} 0.131 \\ (0.035)^{*} \end{gathered}$ | $\begin{aligned} & -0.017 \\ & (0.030) \end{aligned}$ | $\begin{gathered} 0.002 \\ (0.018) \end{gathered}$ | $\begin{gathered} 0.015 \\ (0.023) \end{gathered}$ |
| Panel D: By race of mother (1942-2010) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Non-white | $\begin{gathered} 0.154 \\ (0.065)^{*} \end{gathered}$ | $\begin{gathered} 0.011 \\ (0.041) \end{gathered}$ | $\begin{gathered} 0.085 \\ (0.076) \end{gathered}$ | $\begin{gathered} 0.090 \\ (0.097) \end{gathered}$ | $\begin{gathered} 0.091 \\ (0.096) \end{gathered}$ | $\begin{gathered} 0.103 \\ (0.101) \end{gathered}$ | $\begin{gathered} 0.057 \\ (0.085) \end{gathered}$ | $\begin{gathered} 0.079 \\ (0.095) \end{gathered}$ | $\begin{gathered} 0.009 \\ (0.097) \end{gathered}$ | $\begin{gathered} -0.424 \\ (0.110)^{*} \end{gathered}$ | $\begin{aligned} & -0.165 \\ & (0.098) \end{aligned}$ | $\begin{gathered} 0.141 \\ (0.075) \end{gathered}$ | $\begin{gathered} 0.175 \\ (0.044)^{*} \end{gathered}$ | $\begin{gathered} 0.060 \\ (0.091) \end{gathered}$ |
| White | $\begin{gathered} 0.028 \\ (0.026) \end{gathered}$ | $\begin{gathered} -0.060 \\ (0.023)^{*} \end{gathered}$ | $\begin{aligned} & -0.016 \\ & (0.022) \end{aligned}$ | $\begin{aligned} & -0.030 \\ & (0.025) \end{aligned}$ | $\begin{aligned} & -0.047 \\ & (0.025) \end{aligned}$ | $\begin{aligned} & -0.032 \\ & (0.023) \end{aligned}$ | $\begin{aligned} & -0.024 \\ & (0.026) \end{aligned}$ | $\begin{aligned} & -0.030 \\ & (0.031) \end{aligned}$ | $\begin{gathered} -0.073 \\ (0.027)^{*} \end{gathered}$ | $\begin{gathered} -0.374 \\ (0.031)^{*} \end{gathered}$ | $\begin{gathered} -0.197 \\ (0.025)^{*} \end{gathered}$ | $\begin{gathered} 0.045 \\ (0.023) \end{gathered}$ | $\begin{gathered} 0.075 \\ (0.011)^{*} \end{gathered}$ | $\begin{gathered} 0.031 \\ (0.022) \end{gathered}$ |
| Difference | $\begin{gathered} 0.126 \\ (0.088) \end{gathered}$ | $\begin{gathered} 0.071 \\ (0.058) \end{gathered}$ | $\begin{gathered} 0.100 \\ (0.095) \end{gathered}$ | $\begin{gathered} 0.120 \\ (0.119) \end{gathered}$ | $\begin{gathered} 0.138 \\ (0.119) \end{gathered}$ | $\begin{gathered} 0.136 \\ (0.121) \end{gathered}$ | $\begin{gathered} 0.081 \\ (0.109) \end{gathered}$ | $\begin{gathered} 0.109 \\ (0.119) \end{gathered}$ | $\begin{gathered} 0.082 \\ (0.120) \end{gathered}$ | $\begin{gathered} -0.050 \\ (0.137) \end{gathered}$ | $\begin{gathered} 0.032 \\ (0.119) \end{gathered}$ | $\begin{gathered} 0.096 \\ (0.096) \end{gathered}$ | $\begin{gathered} 0.100 \\ (0.048)^{*} \end{gathered}$ | $\begin{gathered} 0.029 \\ (0.111) \end{gathered}$ |

[^19]Table 4: Impact of Residential Air Conditioning on the Fertility-Temperature Relationship: Interaction Effect with Daily Mean Temperature $>80{ }^{\circ} \mathrm{F}$ Relative to $60-70^{\circ} \mathrm{F}$ on Log Birth Rate ( $\times 100$ ), by Months from Exposure

|  | Months after temperature shock |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 |
| - | $\underline{\text { Panel A: Only AC-temperature interactions }}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Days $>80{ }^{\circ} \mathrm{F}$ | $\begin{gathered} 0.067 \\ (0.018)^{*} \end{gathered}$ | $\begin{gathered} -0.137 \\ (0.032)^{*} \end{gathered}$ | $\begin{aligned} & -0.015 \\ & (0.029) \end{aligned}$ | $\begin{gathered} -0.089 \\ (0.029)^{*} \end{gathered}$ | $\begin{gathered} -0.076 \\ (0.025)^{*} \end{gathered}$ | $\begin{gathered} -0.022 \\ (0.036) \end{gathered}$ | $\begin{gathered} -0.045 \\ (0.031) \end{gathered}$ | $\begin{gathered} -0.027 \\ (0.040) \end{gathered}$ | $\begin{gathered} -0.147 \\ (0.028)^{*} \end{gathered}$ | $\begin{gathered} -0.680 \\ (0.039)^{*} \end{gathered}$ | $\begin{gathered} -0.332 \\ (0.042)^{*} \end{gathered}$ | $\begin{gathered} 0.092 \\ (0.033) * \end{gathered}$ | $\begin{gathered} 0.183 \\ (0.024)^{*} \end{gathered}$ | $\begin{gathered} 0.068 \\ (0.028)^{*} \end{gathered}$ |
| AC $\times>80{ }^{\circ} \mathrm{F}$ | $\begin{gathered} 0.017 \\ (0.039) \end{gathered}$ | $\begin{gathered} 0.149 \\ (0.079) \end{gathered}$ | $\begin{gathered} 0.094 \\ (0.048)^{*} \end{gathered}$ | $\begin{gathered} 0.065 \\ (0.070) \end{gathered}$ | $\begin{gathered} 0.125 \\ (0.053)^{*} \end{gathered}$ | $\begin{gathered} -0.078 \\ (0.094) \end{gathered}$ | $\begin{gathered} 0.057 \\ (0.063) \end{gathered}$ | $\begin{aligned} & -0.048 \\ & (0.079) \end{aligned}$ | $\begin{gathered} 0.048 \\ (0.055) \end{gathered}$ | $\begin{gathered} 0.252 \\ (0.059)^{*} \end{gathered}$ | $\begin{gathered} 0.154 \\ (0.061)^{*} \end{gathered}$ | $\begin{gathered} 0.002 \\ (0.076) \end{gathered}$ | $\begin{gathered} -0.111 \\ (0.038)^{*} \end{gathered}$ | $\begin{aligned} & -0.051 \\ & (0.060) \end{aligned}$ |
|  | Panel B: With other interactions |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Days $>80^{\circ} \mathrm{F}$ | $\begin{gathered} 0.206 \\ (0.091)^{*} \end{gathered}$ | $\begin{aligned} & -0.152 \\ & (0.094) \end{aligned}$ | $\begin{gathered} -0.001 \\ (0.106) \end{gathered}$ | $\begin{aligned} & -0.177 \\ & (0.114) \end{aligned}$ | $\begin{gathered} 0.033 \\ (0.095) \end{gathered}$ | $\begin{aligned} & -0.001 \\ & (0.132) \end{aligned}$ | $\begin{aligned} & -0.021 \\ & (0.117) \end{aligned}$ | $\begin{aligned} & -0.037 \\ & (0.141) \end{aligned}$ | $\begin{gathered} -0.168 \\ (0.131) \end{gathered}$ | $\begin{gathered} -0.771 \\ (0.125)^{*} \end{gathered}$ | $\begin{gathered} -0.301 \\ (0.128)^{*} \end{gathered}$ | $\begin{gathered} -0.074 \\ (0.107) \end{gathered}$ | $\begin{gathered} 0.279 \\ (0.081)^{*} \end{gathered}$ | $\begin{gathered} 0.042 \\ (0.148) \end{gathered}$ |
| AC $\times>80{ }^{\circ} \mathrm{F}$ | $\begin{gathered} 0.007 \\ (0.046) \end{gathered}$ | $\begin{gathered} 0.106 \\ (0.093) \end{gathered}$ | $\begin{gathered} 0.032 \\ (0.048) \end{gathered}$ | $\begin{gathered} 0.009 \\ (0.073) \end{gathered}$ | $\begin{gathered} 0.070 \\ (0.059) \end{gathered}$ | $\begin{aligned} & -0.131 \\ & (0.106) \end{aligned}$ | $\begin{aligned} & -0.002 \\ & (0.075) \end{aligned}$ | $\begin{aligned} & -0.064 \\ & (0.074) \end{aligned}$ | $\begin{gathered} 0.002 \\ (0.063) \end{gathered}$ | $\begin{gathered} 0.194 \\ (0.076)^{*} \end{gathered}$ | $\begin{gathered} 0.090 \\ (0.066) \end{gathered}$ | $\begin{gathered} -0.005 \\ (0.087) \end{gathered}$ | $\begin{gathered} -0.117 \\ (0.043)^{*} \end{gathered}$ | $\begin{aligned} & -0.066 \\ & (0.063) \end{aligned}$ |
| Abortion $\times>80^{\circ} \mathrm{F}$ | $\begin{aligned} & -0.022 \\ & (0.046) \end{aligned}$ | $\begin{aligned} & -0.011 \\ & (0.059) \end{aligned}$ | $\begin{gathered} 0.076 \\ (0.040) \end{gathered}$ | $\begin{aligned} & -0.088 \\ & (0.063) \end{aligned}$ | $\begin{gathered} 0.041 \\ (0.051) \end{gathered}$ | $\begin{gathered} 0.029 \\ (0.054) \end{gathered}$ | $\begin{gathered} 0.065 \\ (0.057) \end{gathered}$ | $\begin{gathered} 0.027 \\ (0.038) \end{gathered}$ | $\begin{aligned} & -0.003 \\ & (0.066) \end{aligned}$ | $\begin{gathered} 0.055 \\ (0.044) \end{gathered}$ | $\begin{gathered} 0.071 \\ (0.044) \end{gathered}$ | $\begin{aligned} & -0.006 \\ & (0.051) \end{aligned}$ | $\begin{gathered} -0.042 \\ (0.034) \end{gathered}$ | $\begin{gathered} 0.075 \\ (0.073) \end{gathered}$ |
| Pill $21+x>80{ }^{\circ} \mathrm{F}$ | $\begin{gathered} 0.034 \\ (0.039) \end{gathered}$ | $\begin{gathered} 0.095 \\ (0.038)^{*} \end{gathered}$ | $\begin{gathered} -0.020 \\ (0.035) \end{gathered}$ | $\begin{gathered} 0.064 \\ (0.056) \end{gathered}$ | $\begin{gathered} -0.049 \\ (0.049) \end{gathered}$ | $\begin{gathered} 0.059 \\ (0.038) \end{gathered}$ | $\begin{aligned} & -0.051 \\ & (0.054) \end{aligned}$ | $\begin{gathered} 0.012 \\ (0.030) \end{gathered}$ | $\begin{gathered} 0.013 \\ (0.049) \end{gathered}$ | $\begin{gathered} 0.004 \\ (0.039) \end{gathered}$ | $\begin{gathered} 0.007 \\ (0.037) \end{gathered}$ | $\begin{gathered} 0.013 \\ (0.042) \end{gathered}$ | $\begin{gathered} -0.019 \\ (0.039) \end{gathered}$ | $\begin{aligned} & -0.046 \\ & (0.041) \end{aligned}$ |
| High School or more $\mathrm{x}>80^{\circ} \mathrm{F}$ | $\begin{gathered} -0.238 \\ (0.156) \end{gathered}$ | $\begin{gathered} 0.004 \\ (0.144) \end{gathered}$ | $\begin{gathered} 0.006 \\ (0.175) \end{gathered}$ | $\begin{gathered} 0.211 \\ (0.183) \end{gathered}$ | $\begin{aligned} & -0.107 \\ & (0.156) \end{aligned}$ | $\begin{gathered} -0.030 \\ (0.211) \end{gathered}$ | $\begin{gathered} 0.011 \\ (0.203) \end{gathered}$ | $\begin{gathered} 0.007 \\ (0.228) \end{gathered}$ | $\begin{gathered} 0.068 \\ (0.228) \end{gathered}$ | $\begin{gathered} 0.153 \\ (0.206) \end{gathered}$ | $\begin{gathered} -0.036 \\ (0.229) \end{gathered}$ | $\begin{gathered} 0.281 \\ (0.190) \end{gathered}$ | $\begin{aligned} & -0.119 \\ & (0.150) \end{aligned}$ | $\begin{gathered} 0.047 \\ (0.236) \end{gathered}$ |

[^20]Table 5: Projected Change in Log Birth Rate and Total Births by 2070-2099, Based on Error-Corrected Hadley CM3 A1FI

|  | Months 0-7 |  | Months 8-10 |  | Months 11-13 |  | Months 0-13 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Column: | $\begin{gathered} \text { Below } \\ 70^{\circ} \mathrm{F} \\ (1 \mathrm{a}) \\ \hline \end{gathered}$ | Above $70^{\circ} \mathrm{F}$ (1b) | $\begin{gathered} \text { Below } \\ 70^{\circ} \mathrm{F} \\ (2 \mathrm{a}) \end{gathered}$ | Above $70^{\circ} \mathrm{F}$ (2b) | $\begin{gathered} \text { Below } \\ 70^{\circ} \mathrm{F} \\ (3 \mathrm{a}) \\ \hline \end{gathered}$ | Above $70^{\circ} \mathrm{F}$ (3b) | All temps (4a) | Temp \& prcp (4b) | \# of <br> births <br> (4c) |
| Core projection <br> A. United States | $\begin{aligned} & 0.001 \\ & (.003) \end{aligned}$ | $\begin{aligned} & -0.003 \\ & (.004) \end{aligned}$ | $\begin{gathered} -0.003 \\ (.001)^{*} \end{gathered}$ | $\begin{gathered} -0.028 \\ (.002)^{*} \end{gathered}$ | $\begin{aligned} & 0.000 \\ & (.001) \end{aligned}$ | $\begin{gathered} 0.006 \\ (.001)^{*} \end{gathered}$ | $\begin{gathered} -0.025 \\ (.004)^{*} \end{gathered}$ | $\begin{gathered} -0.026 \\ (.004)^{*} \end{gathered}$ | $\begin{gathered} -106528 \\ (16347)^{*} \end{gathered}$ |
| $\frac{\text { Regional projections }}{\text { B. Northeast }}$ | $\begin{aligned} & 0.000 \\ & (.004) \end{aligned}$ | $\begin{aligned} & -0.003 \\ & (.004) \end{aligned}$ | $\begin{gathered} -0.004 \\ (.002)^{*} \end{gathered}$ | $\begin{aligned} & -0.027 \\ & (.002)^{*} \end{aligned}$ | $\begin{aligned} & 0.000 \\ & (.001) \end{aligned}$ | $\begin{gathered} 0.006 \\ (.001)^{*} \end{gathered}$ | $\begin{aligned} & -0.028 \\ & (.004)^{*} \end{aligned}$ | $\begin{aligned} & -0.032 \\ & (.004)^{*} \end{aligned}$ | $\begin{gathered} -21005 \\ (2706)^{*} \end{gathered}$ |
| C. Midwest | $\begin{gathered} -0.001 \\ (.004) \end{gathered}$ | $\begin{aligned} & -0.003 \\ & (.003) \end{aligned}$ | $\begin{gathered} -0.003 \\ (.001)^{*} \end{gathered}$ | $\begin{gathered} -0.026 \\ (.002)^{*} \end{gathered}$ | $\begin{aligned} & 0.001 \\ & (.001) \end{aligned}$ | $\begin{gathered} 0.006 \\ (.001)^{*} \end{gathered}$ | $\begin{gathered} -0.026 \\ (.005)^{*} \end{gathered}$ | $\begin{gathered} -0.028 \\ (.005)^{*} \end{gathered}$ | $\begin{gathered} -24261 \\ (4023)^{*} \end{gathered}$ |
| D. South | $\begin{aligned} & 0.002 \\ & (.003) \end{aligned}$ | $\begin{aligned} & -0.003 \\ & (.004) \end{aligned}$ | $\begin{aligned} & -0.002 \\ & (.001) \end{aligned}$ | $\begin{gathered} -0.031 \\ (.002)^{*} \end{gathered}$ | $\begin{aligned} & 0.001 \\ & (.001) \end{aligned}$ | $\begin{gathered} 0.007 \\ (.001)^{*} \end{gathered}$ | $\begin{aligned} & -0.027 \\ & (.005)^{*} \end{aligned}$ | $\begin{gathered} -0.028 \\ (.005)^{*} \end{gathered}$ | $\begin{gathered} -42547 \\ (7027)^{*} \end{gathered}$ |
| E. West | $\begin{aligned} & 0.001 \\ & (.004) \end{aligned}$ | $\begin{aligned} & -0.003 \\ & (.003) \end{aligned}$ | $\begin{gathered} -0.003 \\ (.001)^{*} \end{gathered}$ | $\begin{gathered} -0.023 \\ (.002)^{*} \end{gathered}$ | $\begin{aligned} & 0.001 \\ & (.001) \end{aligned}$ | $\begin{gathered} 0.005 \\ (.001)^{*} \end{gathered}$ | $\begin{aligned} & -0.021 \\ & (.004)^{*} \end{aligned}$ | $\begin{gathered} -0.022 \\ (.004)^{*} \end{gathered}$ | $\begin{gathered} -21264 \\ (3585)^{*} \end{gathered}$ |
| Alternative models <br> F. Controls for mo. 9 and 10 | $0.000$ | $0.000$ | $\begin{gathered} -0.002 \\ (.001)^{*} \end{gathered}$ | $\begin{gathered} -0.027 \\ (.001)^{*} \end{gathered}$ | $0.000$ | $0.000$ | $\begin{gathered} -0.029 \\ (.002)^{*} \end{gathered}$ | $\begin{gathered} -0.030 \\ (.002)^{*} \end{gathered}$ | $\begin{aligned} & -119388 \\ & (6571)^{*} \end{aligned}$ |
| G. Quadratic monthly model | $\begin{aligned} & -0.005 \\ & (.005) \end{aligned}$ | $\begin{aligned} & 0.003 \\ & (.005) \end{aligned}$ | $\begin{aligned} & -0.007 \\ & (.003)^{*} \end{aligned}$ | $\begin{aligned} & -0.028 \\ & (.003)^{*} \end{aligned}$ | $\begin{aligned} & -0.001 \\ & (.002) \end{aligned}$ | $\begin{gathered} 0.009 \\ (.002)^{*} \end{gathered}$ | $\begin{gathered} -0.029 \\ (.003)^{*} \end{gathered}$ | $\begin{gathered} -0.030 \\ (.003)^{*} \end{gathered}$ | $\begin{gathered} -121836 \\ (13670)^{*} \end{gathered}$ |
| H. Spline model | $\begin{aligned} & 0.002 \\ & (.004) \end{aligned}$ | $\begin{aligned} & -0.003 \\ & (.006) \end{aligned}$ | $\begin{gathered} 0.003 \\ (.002)^{*} \end{gathered}$ | $\begin{gathered} -0.049 \\ (.004)^{*} \end{gathered}$ | $\begin{aligned} & -0.001 \\ & (.001) \end{aligned}$ | $\begin{gathered} 0.012 \\ (.002)^{*} \end{gathered}$ | $\begin{gathered} -0.036 \\ (.007)^{*} \end{gathered}$ | $\begin{gathered} -0.037 \\ (.007)^{*} \end{gathered}$ | $\begin{gathered} -148128 \\ (27278)^{*} \end{gathered}$ |

Notes: * significant at $<5 \%$ level. All projections are relative to the climatic averages between 1990 and 2002, but are "error corrected" to factor out the difference between the realized temperatures and model predictions for the 1990-2002 time period. The projected change in birth rates in rows A through E use our post- 1970 temperature estimates from Table 3 Panel B. The Panel F only controls for exposure in months 9 and 10. Panel G controls for temperature as a quadratic in monthly mean temperature across the same exposure months as the "Core model". Panel H controls for temperature as a cubic polynomial spline with knots at $10,30,50,70$, and $90^{\circ} \mathrm{F}$ across the same exposure months as the "Core model". The change in births is calculated using the average number of births between 2000 and 2010. The sample is restricted to the continental United States.

Appendix Section A: Robustness Checks and Supporting Exhibits

Figure A1: Annual Means of Log Birth Rates and Days $>80^{\circ} \mathrm{F}$, by Census Region
Panel A: Log birth rates


Panel B: Days $>80^{\circ} \mathrm{F}$ per month


Note: Averages use state-year populations as weights.

Figure A2: Estimated Temperature-Fertility Relationship: Effect of Daily Mean Temperature $<30^{\circ} \mathrm{F}$ Relative to $60-70^{\circ} \mathrm{F}$ on Log Birth Rate, by Months from Exposure


Note: See notes to Figure 3.

Figure A3: Estimated Temperature-Fertility Relationship: Effect of Daily Mean Temperature $>80^{\circ} \mathrm{F}$ Relative to $60-70{ }^{\circ} \mathrm{F}$ on Various Outcomes, by Months from Exposure

Panel A: Outcome is daily birth rate in levels


Panel B: Outcome is log of birth rate with female population $15-44$ years old as denominator


Note: See notes to Figure 3. The mean daily birth rate per 100,000 residents (population weighted) is 4.7.

Figure A4: Estimated Temperature-Fertility Relationship with Model that Includes $>90^{\circ} \mathrm{F}$ Bin
Panel A: Effect of daily mean temperatures on log birth rate 9 months later


Panel B: Effect of daily mean temperature $>90^{\circ} \mathrm{F}$ relative to $60-70^{\circ} \mathrm{F}$ on log birth rate, by exposure month


Note: See notes to Figure 3 for model controls. Here, the model uses temperature bins <30, 30-40, 40-50, 50-60, $70-80,80-90,>90^{\circ} \mathrm{F}$ with days between $60-70^{\circ} \mathrm{F}$ as the omitted category.

Figure A5: Estimated Temperature-Fertility Relationship with Model that Includes $<20^{\circ} \mathrm{F}$ Bin
Panel A: Effect of daily mean temperatures on log birth rate 9 months later


Panel B: Effect of daily mean temperature $<20^{\circ} \mathrm{F}$ relative to $60-70^{\circ} \mathrm{F}$ on log birth rate, by exposure month


Note: See notes to Figure 3 for model controls. Here, the model uses temperature bins <20, 30-40, 40-50, 50-60, $70-80,>80^{\circ} \mathrm{F}$ with days between $60-70^{\circ} \mathrm{F}$ as the omitted category.

Figure A6: Estimated Temperature-Fertility Relationship with Diurnal Temperature Bins
Panel A: Effect of 24 hours of diurnal temperatures on log birth rate 9 months later


Panel B: Effect of 24 hours $>90^{\circ} \mathrm{F}$ relative to $60-70^{\circ} \mathrm{F}$ on log birth rate, by exposure month


Note: See notes to Figure 3 for model controls. The estimates explore the effects of the proportion of the day in a $10^{\circ} \mathrm{F}$ interval, where diurnal temperatures are linearly interpolated from the daily maximum and daily minimum temperature. The bounds are set at 0 F and 90 F .

Figure A7: Estimated Temperature-Fertility Relationship with Temperature Spline Model
Panel A: Effect of daily mean temperatures on log birth rate 9 months later


Panel B: Effect of daily mean temperature of $85^{\circ} \mathrm{F}$ relative to $65^{\circ} \mathrm{F}$ on log birth rate, by exposure month


Note: See notes to Figure 3 for model controls. However, temperature is modeled as a cubic polynomial spline function with knots at daily mean temperatures of $10,30,40,70$, and $90^{\circ} \mathrm{F}$.

Figure A8: Estimated Temperature-Fertility Relationship With Controls for Humidity, By Exposure Month
Panel A: Effect of daily mean temperature $>80^{\circ} \mathrm{F}$ relative to $60-70{ }^{\circ} \mathrm{F}$ on $\log$ birth rate


Panel B: Effect of daily mean specific humidity $>18 \mathrm{~g} / \mathrm{kg}$ relative to to $8-10 \mathrm{~g} / \mathrm{kg}$ on log birth rate


Note: See Figure 3 for model controls. Humidity is measured in terms of water vapor per kilogram of air (g/kg), Humidity is modeled in $2 \mathrm{~g} / \mathrm{kg}$ bins with $>18$ grams as the upper category and $8-10$ grams as the omitted category. Due to data limitations with the humidity variable, the sample is restricted to the 1945-2010 period. Humidity levels were $>18 \mathrm{~g} / \mathrm{kg}$ approximately 3 days per year in our sample.

Figure A9: Estimated Temperature-Fertility Relationship with Model that Excludes State-Year Fixed Effects
Panel A: Effect of daily mean temperatures on log birth rate 9 months later


Panel B: Effect of daily mean temperature $>80^{\circ} \mathrm{F}$ relative to $60-70^{\circ} \mathrm{F}$ on $\log$ birth rate, by exposure month


Note: See notes to Figure 3 on the temperature and precipitation controls. The model here has year-month fixed effects, state-by-calendar-month fixed effects, and state-by-calendar month quadratic time trends, but no state-by-year fixed effects.

Figure A10: Average Annual Number of Days $>80^{\circ} \mathrm{F}$, Absolute Regression Adjusted Errors


Note: This map illustrates the average absolute error from a regression including year-month fixed effects, state-by-calendar-month fixed effects, state-by-calendar month quadratic time trends, and state-year fixed effects. The regression uses state-year populations as weights.

Figure A11: Average Low Birth Weight and Daily Mean Temperatures $>80^{\circ} \mathrm{F}$, By Calendar Month
Panel A: Low birth weight (<2,500 grams)


Panel B: Days with daily mean temperature $>80^{\circ} \mathrm{F}$


Note: These data represent the means from the 1968-2010 period since birth weight data are only available starting in 1968. Calculations use state-year population weights.

Figure A12: Residential Population with Air Conditioning


Note: Air conditioning coverage is the fraction of the population in the respective Decennial Census that had at least one air conditioning unit or central air conditioning. The calculations linearly interpolate coverage using the 1960, 1970, and 1980 Census and assuming no coverage as of 1950.

Figure A13: Climate Change Temperature Projections from Error-Corrected Hadley CM3 A1FI
Panel A: Changes in daily mean temperatures per year


Panel B: Change in daily mean temperature $>80^{\circ} \mathrm{F}$, by calendar month


Note: Estimated using county population estimates in 2000 as weights. The changes reflect the differences between the 1990-2002 and 2070-2099 periods. These error-adjusted climate projections factor out the difference between the realized temperatures and model predictions at during the 1990-2002 period.

As an additional test of the importance of socioeconomic status, we estimate whether exposure to high temperatures correlate with selected maternal characteristics found in the post-1968 Natality data. All the model controls are identical to our core model (equation 1), except we restrict the model to exposure months 0 through 13 in order to improve statistical power and facilitate exposition of the results. We focus on the effects of days above $>80^{\circ} \mathrm{F}$, though our model controls for other temperature bins. Appendix Table B1 (below) presents the marginal effect of one additional $>80^{\circ} \mathrm{F}$ day across months 0 through 13 where the outcome is an indicator for a particular maternal characteristic reported on the birth certificate. One hypothesis is that the observed decline in births in months 8-10, and subsequent rebound in months $11-13$, is comprised of relatively more low SES mothers. To test this hypothesis, we have chosen outcomes that reflect lower socioeconomic status (SES), including: mother has less than high school education, maternal age 15-19, mother is non-white, and father's "information" (i.e. age) is missing from birth certificate, a proxy for paternal support. Detection of statistically significant negative coefficients in months 8-10 would provide support for low SES mothers being more vulnerable to temperature shocks. Any differences in months 11-13 could imply an explicit dampening of the rebound, or simply reflect a selection away from women who are likely to attempt to conceive in the months following a temperature shock.

Overall, Appendix Table B1 estimates provide evidence that low SES mothers are less likely to conceive following exposure to high temperatures. Though, the effect sizes are generally small. For example, the month 9 coefficient indicates one $>80^{\circ} \mathrm{F}$ day leads to a statistically significant 0.022 percentage point decline in the probability the mother has less than a high school education (as opposed to having a high school degree or more). We find similarly negative and statistically significant effects for an indicator of 'mother is non-white' and 'father's information missing'. We detect no statistically significant relationship with births to young mothers (ages 15-19). There is some, albeit less conclusive, evidence to support the hypothesis that the rebound is comprised disproportionately of low SES mothers. Only the point estimates on 'mother is non-white' are positive and statistically significant in months 11-13.

Our findings regarding maternal characteristics are somewhat different, though not in conflict, with recent work by Buckles and Hungerman (2013) (hereafter BH). BH explored the role of maternal selection in differences in outcomes across season of birth. They conclude weather at the time of birth, as opposed to weather at conception, is a better predictor of seasonality in maternal characteristics. To test their hypothesis, they make the assumption that weather 12 months prior to birth is a good proxy for expected weather at birth. Conversely, our analysis suggests the weather 12 months prior is likely related to births through a shift in conceptions due to high temperatures. BH's weather controls include average monthly minimum temperature, average monthly maximum temperature, days in the month above 90 ${ }^{\circ} \mathrm{F}$, and degree departure from normal temperature. BH show that weather 12 months prior to birth is a stronger predictor of seasonal maternal characteristics than weather 9 months prior. Conversely, our model predicts very little variation in maternal characteristics at month 9 , and even less at month 12 . That said, our model is identified by random fluctuations in monthly temperatures, unlike BH whose model is partially identified from some fixed differences in seasonality across counties. (BH's model does not control for county-by-month fixed effects, so the estimates include fixed differences in seasonality.) While our model can explain a substantial portion of the seasonal variation in birth rates, the remaining variation may still be driven by expected weather conditions and a mechanism consistent with what BH propose.

Appendix Table B1 also reports the effect of $>80^{\circ} \mathrm{F}$ days on the probability that a recorded birth is a "first live birth". As mentioned above, one potential explanation for the large reduction in births at month 10 (relative to month 9) is that temperature exposure disproportionately reduces conception probabilities among first-time mothers, who typically have longer gestational lengths. A detection of a negative and statistically significant coefficient at month 10 would support this hypothesis. The coefficient is negative, but statistically insignificant, so support for this hypothesis is limited.

To test for fetal selection, Appendix Table B1 includes regression estimates with probability of female birth as the outcome. Prior research shows that male fetuses are more vulnerable to in utero health shocks (Trivers Willard, 1973; Sanders and Stoecker, 2015). We do not observe any statistically significant impacts between months 2 through 10. However, we do find a large and statistically significant increase in probability of female birth in month 1 and a large, but not statistically significant, decrease in females in month 0 . These estimates suggest that the displacement in births between months 0 and 1 and/or fetal deaths in month 1 are likely driven by male fetuses. Relatedly, Appendix Table B1 estimates whether temperature shocks correlate with shorter gestational lengths in month 0 , but longer gestational lengths at month 1 ; the estimates are imprecise so we cannot draw meaningful conclusions. Note that information on gestational length is limited in the Natality data prior to 1981. For example, gestational length is missing in $40 \%$ of births in $1969,22 \%$ in 1980, but only $6 \% 1981$.

We also explore the effect of $>80^{\circ} \mathrm{F}$ days on the probability of low birth weight in Appendix Table B1, though our present discussion focuses on the possibility of selection on healthier infants in months 8-13 and not on the causal impact of in utero exposure during months $0-7$. We observe lower risk of low birth weight in month 8 . Specifically, each $>80^{\circ} \mathrm{F}$ day leads to a 0.008 percentage point (or $0.1 \%$ ) decline in the probability of low birth weight 8 months later. Taken with the decline in birth rates at month 8 , this improved health could be either fetal losses among unhealthier fetuses or a selection effect at conception among births of 8-month gestational lengths. Unlike the effect at month 8, extreme heat correlates with an increase in low birth weight in months 9 and 10. For example, each $>80$ ${ }^{\circ} \mathrm{F}$ day increases low birth weight risk by 0.008 percentage points (or $11 \%$ ) 9 months later. The lower birth weight in months 9 and 10 could be a lasting causal impact on fetal health or a selection effect. Though we cannot definitively differentiate between the two, the analysis of maternal characteristics suggest that, if anything, birth outcomes should improve in months 9 and 10. The fact that we observe worse outcomes supports to the possibility of a causal health impact.

We also observe a statistically significant 0.009 percentage point increase in low birth weight risk from exposure in the month of birth. In the two months leading up to the month of birth, the estimates are also positive, but smaller and statistically insignificant. Given we do not observe a large negative coefficient in month 1 , we can rule out the possibility of forward displacement with unhealthier infants (and not shorter gestations, per se). In the interest of conciseness, we must leave further exploration into the in utero impacts to future work. See Deschenes et al. (2009) for more discussion on the impacts of temperature on birth weight.
Table B1: Heterogeneity in the Effect of Daily Mean Temperature $>80^{\circ} \mathrm{F}$ Relative to $60-70{ }^{\circ} \mathrm{F}$ on Log Birth Rate ( $\times 100$ ) Across Mother Characteristics, by Months from Exposure

| Months after temperature shock |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 |
| $\begin{gathered} 0.002 \\ (0.005) \end{gathered}$ | $\begin{gathered} -0.009 \\ (0.006) \end{gathered}$ | $\begin{aligned} & -0.006 \\ & (0.007) \end{aligned}$ | $\begin{gathered} -0.005 \\ (0.006) \end{gathered}$ | $\begin{gathered} \frac{\text { Panel A o }}{-0.014} \\ (0.006)^{*} \end{gathered}$ | tcome: M -0.001 $(0.006)$ | her has I <br> -0.007 <br> $(0.007)$ | than HS 0.001 $(0.006)$ | $(\times 100)($ -0.011 $(0.006)$ | ean $=23.3$ -0.022 $(0.004)^{*}$ | $\stackrel{1}{0}_{0.000}^{(0.006)}$ | $\begin{gathered} 0.004 \\ (0.008) \end{gathered}$ | $\begin{gathered} 0.004 \\ (0.005) \end{gathered}$ | $\begin{gathered} 0.004 \\ (0.004) \end{gathered}$ |
| $\begin{gathered} 0.000 \\ (0.003) \end{gathered}$ | $\begin{gathered} -0.003 \\ (0.003) \end{gathered}$ | $\begin{aligned} & -0.001 \\ & (0.003) \end{aligned}$ | $\begin{gathered} -0.003 \\ (0.003) \end{gathered}$ | Panel B <br> 0.002 <br> (0.003) | outcome: -0.003 $(0.003)$ | other's | is $15-19$ -0.001 $(0.002)$ | $(\times 100)(\mathrm{M}$ <br> -0.003 <br> $(0.004)$ | an $=13.1$ <br> -0.002 <br> $(0.003)$ | $\begin{gathered} -0.004 \\ (0.003) \end{gathered}$ | $\begin{gathered} -0.002 \\ (0.005) \end{gathered}$ | $\begin{gathered} 0.000 \\ (0.003) \end{gathered}$ | $\begin{gathered} -0.002 \\ (0.003) \end{gathered}$ |
| $\begin{gathered} 0.008 \\ (0.003)^{*} \end{gathered}$ | $\begin{gathered} -0.004 \\ (0.003) \end{gathered}$ | $\begin{gathered} 0.004 \\ (0.003) \end{gathered}$ | $\begin{gathered} 0.004 \\ (0.005) \end{gathered}$ | $\begin{gathered} \text { Panel } \\ \hline 0.002 \\ (0.004) \end{gathered}$ | outcome: | Mother is 0.001 $(0.005)$ | on-white -0.002 $(0.003)$ | $\times 100)(\mathrm{M}$ <br> -0.006 <br> $(0.004)$ | $\mathrm{n}=18.3)$ <br> -0.025 <br> $(0.007)^{*}$ | $\begin{gathered} -0.012 \\ (0.005)^{*} \end{gathered}$ | $\begin{gathered} 0.008 \\ (0.004)^{*} \end{gathered}$ | $\begin{gathered} 0.009 \\ (0.004)^{*} \end{gathered}$ | $\begin{gathered} 0.010 \\ (0.003)^{*} \end{gathered}$ |
| $\begin{gathered} 0.008 \\ (0.005) \end{gathered}$ | $\begin{aligned} & -0.002 \\ & (0.003) \end{aligned}$ | $\begin{gathered} 0.003 \\ (0.004) \end{gathered}$ | $\begin{gathered} 0.004 \\ (0.004) \end{gathered}$ | Panel D <br> -0.002 <br> $(0.006)$ | outcome: -0.009 $(0.004)^{*}$ | ather's in -0.002 $(0.006)$ | missing 0.002 $(0.005)$ | $\times 100)(\mathrm{M}$ 0.000 $(0.005)$ | n $=13.5$ <br> -0.015 <br> $(0.005)^{*}$ | $\begin{aligned} & -0.005 \\ & (0.004) \end{aligned}$ | $\begin{gathered} 0.005 \\ (0.006) \end{gathered}$ | $\begin{gathered} -0.002 \\ (0.005) \end{gathered}$ | $\begin{gathered} 0.007 \\ (0.004) \end{gathered}$ |
| $\begin{gathered} -0.004 \\ (0.005) \end{gathered}$ | $\begin{gathered} -0.001 \\ (0.005) \end{gathered}$ | $\begin{gathered} 0.000 \\ (0.005) \end{gathered}$ | $\begin{gathered} 0.000 \\ (0.004) \end{gathered}$ | $\begin{gathered} -0.0 \overline{\text { Pane }} \\ (0.004) \end{gathered}$ | E outcom 0.003 $(0.005)$ | First liv 0.003 $(0.006)$ | birth ( $\times 1$ | 0) ( Mean | $\begin{gathered} =40.9) \\ \begin{array}{c} 0.017 \\ (0.005)^{*} \end{array} \end{gathered}$ | $\begin{aligned} & -0.007 \\ & (0.005) \end{aligned}$ | $\begin{gathered} -0.004 \\ (0.006) \end{gathered}$ | $\begin{gathered} 0.002 \\ (0.005) \end{gathered}$ | $\begin{gathered} -0.003 \\ (0.006) \end{gathered}$ |
| $\begin{aligned} & -0.008 \\ & (0.004) \end{aligned}$ | $\begin{gathered} 0.010 \\ (0.004)^{*} \end{gathered}$ | $\begin{gathered} 0.001 \\ (0.003) \end{gathered}$ | $\begin{aligned} & -0.005 \\ & (0.004) \end{aligned}$ | $\begin{aligned} & -0.00 \frac{\mathrm{Par}}{3} \\ & (0.004) \end{aligned}$ | F outcom 0.000 $(0.004)$ | Female 0.000 $(0.005)$ | birth $(\times 10$ 0.004 $(0.004)$ | ( Mean 0.006 $(0.004)$ | $\begin{gathered} 48.8) \\ \hline \mathbf{0 . 0 0 0} \\ (0.004) \end{gathered}$ | $\begin{gathered} 0.000 \\ (0.005) \end{gathered}$ | $\begin{gathered} -0.001 \\ (0.005) \end{gathered}$ | $\begin{gathered} 0.002 \\ (0.005) \end{gathered}$ | $\begin{gathered} 0.003 \\ (0.004) \end{gathered}$ |
| $\begin{gathered} 0.007 \\ (0.005) \end{gathered}$ | $\begin{gathered} 0.003 \\ (0.005) \end{gathered}$ | $\begin{gathered} -0.004 \\ (0.005) \end{gathered}$ | $\begin{gathered} \quad \mathrm{F} \\ 0.003 \\ (0.005) \end{gathered}$ | anel G out 0.000 $(0.004)$ | me: Pre-t | m delive -0.005 $(0.005)$ | $(<37$ we -0.002 $(0.004)$ | ks) $(\times 100)$ -0.015 $(0.004)^{*}$ | Mean $=$ 0.007 $(0.004)$ | $\begin{aligned} & 0.9 \text { ) } \\ & (0.021 \\ & (0.005)^{*} \end{aligned}$ | $\begin{gathered} 0.000 \\ (0.004) \end{gathered}$ | $\begin{gathered} -0.001 \\ (0.004) \end{gathered}$ | $\begin{gathered} -0.002 \\ (0.004) \end{gathered}$ |
| $\begin{gathered} 0.009 \\ (0.002)^{*} \end{gathered}$ | $\begin{gathered} 0.002 \\ (0.002) \end{gathered}$ | $\begin{gathered} 0.000 \\ (0.003) \end{gathered}$ | $\begin{aligned} & -0.003 \\ & (0.002) \end{aligned}$ | nel H outc 0.002 $(0.002)$ | me: Low bie 0.003 $(0.003)$ | th weight | $(<2500 \mathrm{~g}$ -0.003 $(0.003)$ | $\frac{\mathrm{ams})(\times 10}{-0.008} \begin{gathered} (0.002)^{*} \end{gathered}$ | $\frac{(\text { Mean }=}{0.008}(0.003)^{*}$ | $\begin{aligned} & \frac{7.5)}{0.013} \\ & (0.002)^{*} \end{aligned}$ | $\begin{gathered} 0.000 \\ (0.002) \end{gathered}$ | $\begin{gathered} -0.001 \\ (0.002) \end{gathered}$ | $\begin{gathered} 0.003 \\ (0.002) \end{gathered}$ |

[^21]
[^0]:    * The authors thank the numerous seminar participants at Oberlin College, Simon Fraser University, Tulane University, University of California-Merced, University of Houston, and University of Mississippi, University of Montreal, 2014 IZA Conference on the Labor Market Effects of Environmental Policies, 2014 Southeastern Health Economics Study Group, 2014 Southern Economic Association Meetings, and 2015 Society of Labor Economist Meetings. In addition, special thanks are owed to D. Mark Anderson, Marianne Bitler, Marisa Domino, Daniel Hungerman, Jason Lindo, Elaine Liu, and Nick Sanders for their helpful comments.

[^1]:    ${ }^{1}$ In many developed countries today, total completed fertility rates are currently below 2.1, which is the rate at which the population "replaces" itself (absent migration). In 2010, total completed fertility rate is estimated at 1.9 in the United States and only 1.7 in high-income countries (World Bank, 2013). These below-replacement rates are a concern for funding of pay-as-you-go pensions, like Social Security (Goss, 2010).
    ${ }^{2}$ Almond and Currie (2011) survey the fetal-origins literature, which provides compelling evidence that earlylife health shocks have consequences for lifelong outcomes. However, the causal relationship between season of birth and long-term outcomes is still unclear (Buckles and Hungerman, 2013).

[^2]:    ${ }^{3}$ For example, Hornbeck (2012) studies agriculture's response to the American Dust Bowl, Miguel and Roland (2011) investigate how bombings during the Vietnam War affected long-run economic development, and Smith et al. (2006) explore migration due to Hurricane Andrew.
    ${ }^{4}$ See Connolly (2008) and Graff Zivin and Neidell (2014).
    ${ }^{5}$ Social and biological constraints, such as preferences or age, could also limit cross-cycle adjustments.
    ${ }^{6}$ Birth seasonality is also present in developing countries, though the United Nations data appear to suffer from misreporting in some country-years.
    ${ }^{7}$ For a discussion on some of the hypothesized causes of birth seasonality, see Bronson (1995, 2009), Ellison et al. (2005), Lam and Miron (1991a), Meade and Earickson (2000), and Rodgers and Udry (1988).

[^3]:    8 In the 2014 International Panel on Climate Change Synthesis Report (IPCC 2014), there was no mention of fertility costs. Conversely, human mortality is mentioned multiple times.
    ${ }^{9}$ Hansen (2009) provides a summary of the recent experimental research on mammals. Across the studies, the evidence suggests that heat stress impedes fertilization and diminishes the quality of the fertilized embryos. This leads to higher fetal loss and worse health at birth, conditional on surviving to birth. Strand et al. (2011) review the epidemiological literature for humans, which we briefly summarize here.
    ${ }^{10}$ Among a sample of 221 healthy pregnant women intending to become pregnant, Wilcox et al. (1996) found the probability of conception was over $30 \%$ if intercourse occurred on the day of ovulation or up to 2 days before. The probability of conception was closer to $10 \% 3$ to 5 days before ovulation, and nil on other days. Of

[^4]:    15 With constant conception probabilities, the cumulative rebound in conceptions as of cycle $t+m$ would be $\sum_{1}^{m} p(1-p)^{m-1} \Delta_{t}$. At a $p$ equal to $10 \%$, the rebound would be $27 \%$ after 3 months and $72 \%$ after 12 months. ${ }^{16}$ We assume the gestational length is 9 months for simplicity. The magnitude of the impact in Table 1 is intended for illustration only. Lam et al. (1994) present a more formal fertility model with illustrative simulations.

[^5]:    ${ }^{17}$ For example, see Slate article "A Time to Be Born: Why do birth rates peak at different times in different places" (Deng, 2014).
    ${ }^{18}$ Although LM note testing for effects at 7,8 , and 11 months, these estimates are statistically insignificant and are dropped from the model. Siever (1989) tests for a rebound in births after month 9 for the period 19501960, but only a test of joint significance is reported in the text. Siever concludes "the making up effect is essentially complete after 7 months" from a statistical test that fails to reject the null hypothesis (p. 246). The validity of this conclusion is questionable since the confidence interval on this statistical test (not reported) is likely to be large since the model is estimated separately by state and the data only span 11 years.
    ${ }^{19}$ Note that 1931 is the first year that birth counts are available at the state-month level. South Dakota and Texas were not part of the Vital Statistics sample until 1932 and 1933, respectively. Monthly data with finer geographic detail, like county, are not available prior to 1968.

[^6]:    ${ }^{20}$ The first year of the Natality data is 1968. In the earlier years, some states' data are $50 \%$ samples, so we weight these births by 2. The public-use Natality files do not report state of residence after 2004. Therefore, we relied on CDC's online National Vital Statistics System for the years 2005 through 2010.
    ${ }^{21}$ State of residence is the preferred measure since migration could be endogenous to temperature.
    22 New Jersey did not collect birth counts by race in 1962 and 1963.
    ${ }^{23}$ We define "birth rate" in this manner throughout the paper.
    ${ }^{24}$ To address measurement error, we exclude stations for a given year-month if they are missing temperature readings more than 10 days in the year or 2 days in any given calendar month.

[^7]:    ${ }^{25}$ We linearly interpolate county population between the decennial censuses up until 1968. Starting in 1969, we use county population estimates from SEER.
    26 In a study on mortality, Barreca (2012) shows that failing to control for humidity causes little bias on the aggregate, but may be more important for estimating distributional effects across regions.
    ${ }^{27}$ Crude birth rates are typically measured on an annual basis per 1,000 population. We opt for scaling by 100,000 since we are constructing daily births rates at the month level.
    28 Note that for station-days with an average temperature above $80^{\circ} \mathrm{F}$, close to $75 \%$ of these station-days have a maximum above $90^{\circ} \mathrm{F}$. Thus we emphasize that a mean daily temperature above $80^{\circ} \mathrm{F}$ is very hot.

[^8]:    ${ }^{29}$ We control for the fraction of days in the month t-k with between 0.01 and 0.50 inches and above 0.50 inches. The omitted category is the fraction of the month with no precipitation.

[^9]:    30 We linearly interpolate diurnal temperature using the daily maximum and minimum.

[^10]:    31 If some of the reduced births in month 8 and 9 were then displaced into month 10 , then the expected magnitude at month 10 would be even smaller.
    32 We present a cursory test of this hypothesis in Appendix B by examining the probability of "first live birth", which typically implies a longer gestational length. Between 2000 and 2004, 17\% of first (live) births had gestations of 10 calendar months compared to $13 \%$ among higher-order births. The direction of the effect is consistent with this hypothesis, though the estimate is statistically insignificant.

[^11]:    ${ }^{33}$ In Appendix Section B, we test for reduced gestational lengths using post-1968 Natality data; the sign of the coefficients provide support, but the estimates are statistically insignificant.
    ${ }^{34}$ The marginal effect (dy) of a one day change in the temperature (dt) in a quadratic model with monthly average temperature ( $y=\beta_{1} T+\beta_{2} T^{2}$ ) is $d y / d t=\beta_{1} d T / d t+2 \beta_{2} T d T / d t$, where $T$ is the average monthly temperature. Comparison with existing studies (Siever 1989 and LM) is also complicated by the fact their

[^12]:    ${ }^{36}$ As illustrated in Appendix Figure 1, the fraction of days above $80^{\circ} \mathrm{F}$ increases substantially in the Southern United States after 1970. Conversely, birth rates are falling relatively faster in the South after 1970.
    ${ }^{37}$ Factors that are fixed across seasons, such as holidays, disease, nutrition, and expectations about the weather most likely contribute to the seasonal birth patterns observed in the United States. However, these fixed factors are controlled for in our model, so they do not pose a threat to our identification strategy. Rather, they are other important determinants that account for the unexplained variance in seasonality.

[^13]:    38 The $R^{2}$ is 0.44 in a model that has quadratic in monthly mean temperature for the full set of months.

[^14]:    39 Our findings are different from, but not necessarily in conflict with, Buckles and Hungerman (2013). They find that weather conditions at birth are a strong predictor of seasonality in maternal characteristics. However, Buckles and Hungerman's estimates are partially identified from fixed differences in seasonality and, unlike our study, incorporate expectations about the weather.

[^15]:    ${ }^{40}$ We define "air conditioning" as at least one air conditioning unit or central air conditioning.
    ${ }^{41}$ Appendix Figure A12 illustrates the estimated AC coverage by region. Assuming classical measurement error, we expect the estimates to be biased downward. Additionally, clustering the standard errors at the state level helps mitigate concerns about the interpolation generating serially correlated errors.

[^16]:    42 We focus on variation in the legal access to the "Pill" to unmarried women under 21 because it occurred in the 1970s. Married women gained legal access to the Pill in the early-to-mid 1960s (Bailey, 2010). The visible dampening of the temperature-fertility relationship began in the 1970s (Figure 4), so the introduction of the Pill in 1960 is not likely to be an important omitted variable, though utilization could be changing over this time.

[^17]:    ${ }^{43}$ There are about 33 days per year with mean temperatures above $80^{\circ} \mathrm{F}$ between 2000 and 2010 and about 342 thousand births per month on average. So, the calculation is (1-(exp(33 days $\times 87 \%$ with AC $\times 0.0025$ coefficient)) $\times 342,000$ births $\approx 25,000$. The affected births may have been displaced to other months or avoided all together, something we cannot definitively determine given the precision of our estimates.
    ${ }^{44}$ Degrees vary in distance depending on the latitude. For example, a 2.5 -degree change in latitude (longitude) is roughly 150 (111) miles around Chicago and 170 (130) miles around New Orleans.
    ${ }^{45}$ We use the 1990-2002 time period as the baseline since the climate model data begin in 1990. And, we do not have access to data after 2002 since the data are no longer publicly accessible.

[^18]:    ${ }^{46}$ For example, India has an estimated AC coverage of $2 \%$ as 1999 (McNeil and Letschert, 2007) and a crude birth rate of approximately 20 per 1,000 (World Bank, 2013), both of which resemble the 1950s United States. ${ }^{47}$ We calculate (above) that temperature-induced birth seasonality caused a 0.05 percentage point increase in low birth weight in the 1970-2010 period.

[^19]:    Notes: * significant at $<5 \%$ level. The estimates can be interpreted as the impact on the log monthly birth rate ( $\times 100$ ) of one additional day with a mean temperature $>80$ ${ }^{\circ} \mathrm{F}$ relative to $60-70{ }^{\circ} \mathrm{F}$. The model controls for exposure months $0-13$. We control for fraction of days with precipitation between 0.01 and 0.50 inches and over 0.51 inches in each month as well as the effects in other temperature bins (i.e. $<30,30-40,40-50,50-60,70-80{ }^{\circ} \mathrm{F}$ ) in each month. The controls include year-month fixed effects, state-by-calendar-month fixed effects, and state-by-calendar month quadratic time trends, and state-year fixed effects. Estimates are weighted by state-year population in Panels A-C and state-race-year population in Panel D. Standard errors are clustered at the state-level. Here, we interact the temperature variables with an indicator for the respective modifier. Hot states are those states that have above the median number of $>80^{\circ} \mathrm{F}$ days over the sample period. The data for births by race begin in 1942 .

[^20]:    Notes: * significant at $<5 \%$ level. See notes to Figure 3 for a description of the basic model. Here, we interact the temperature variables in each bin and exposure month with each of the modifier variables (above) and a linear year trend that begins in 1960. Standard errors are in parentheses. These are the estimates from equation (1) with the temperature bins as main effects, the modifier as a main effect, and the temperature variables interacted with the modifier in question. Estimates are weighted by average state population. Standard errors are clustered at the state level. The sample period is 1960-2010.

    See text for a description of the air conditioning variable. We have state-level information on female education levels from decennial censuses between 1960 and 2000 and from the annual American Community Surveys between 2001 and 2010. We linearly interpolate the missing data between the decennial censuses. We focus on females between 18 and 45 with a high school diploma. We create an indicator equal to one if abortion was legal in a state in that year. As with prior literature (Levine et al, 1996) we assume that early repeal states (California, Washington, and New York) legalized in 1970 and that all other states legalized in 1973. The "Pill 21+" variable controls for whether unmarried women under the age of 21 could legally obtain the birth control pill (data come from Bailey 2006). We assign treatment based on modifier variable in the year prior.

[^21]:    Notes: See notes to Table 3. Estimates are weighted by the number of births. Father's info missing is determined by presence of paternal age on the birth certificate.

